File: /home/huangshuai/code/learn-c...hatGPT-Karpathy-tanslation.txtPage 1 of 67

Deep Dive into LLMs like ChatGPT

RETIFTZEAL ChatGPT MIKIBSIREY

PISMEERE © https://www.youtube. com/watch?v=7xTGNNLPyMI

ai’24E : https://glasp.co/youtube/7xTGNNLPyMI? ref=youtube-summary

(00:01) hi everyone so I've wanted to make this video for a while it is a comprehensive
but General audience introduction to large language models like Chachi PT and what I'm
hoping to achieve in this video is to give you kind of mental models for thinking through
what it is that this tool is it is obviously magical and amazing in some respects it's uh
really good at some things not very good at other things and there's also a lot of sharp
edges to be aware of so what is behind this text box you can put anything in there and
press enter but uh

ARYF, B—ERBXMBITE—BRIET, XE—TEHAEEEARN. £ENX FH, ChatGPT XIFHKIEER
BNNA, RAEZEXMUIPXIINENRE, AAR—EBAEER, HRIEBIREBFRXNTITEIEZ 40
AXREFE, EBAFERTMNAANRK, EEREFELIFBERK, MEEMEEELNFAERELK, HEEER
SFEIBRBENT, BAEXNNAEEREMH AR ? (FIUEEERRARATRNBAGEREER, EE..
(00:32) what should we be putting there and what are these words generated back how does
this work and what what are you talking to exactly so I'm hoping to get at all those
topics in this video we're going to go through the entire pipeline of how this stuff is
built but I'm going to keep everything uh sort of accessible to a general audience so
let's take a look at first how you build something like chpt and along the way I'm going
to talk about um you know some of the sort of cognitive psychological implications of
BAINIZTE A BIA T AR ? £RERIXLE X FXEM AN ? ERAAI TIERINE ? MURIREIEEMTARIE ?
FIUEBEEX MR REEXEET, HTHFANBXERBZMETEENENRE, EXFIULAERE
AL EBARIER. B2, WEITELEENANER ChatGPT X#EMNARA, HEEXMEREP, RIKkie—
L X FXANTETIAER A BRI,

(01:00) the tools okay so let's build Chachi PT so there's going to be multiple stages
arranged sequentially the first stage is called the pre-training stage and the first step
of the pre-training stage is to download and process the internet now to get a sense of
what this roughly looks like I recommend looking at this URL here so um this company
called hugging face uh collected and created and curated this data set called Fine web and
they go into a lot of detail on this block post on how how they constructed the fine web
data set and

XPTE, 789, BAILFKITRMEE ChatGPT, XFRBZ MRINFHIINMER. F— DM ERUMEFIZMER,
NEMBENE—F B THHLEEREW ENRS. IWE, A7TARTRXZALHFEFH, RENEEXENXITH
tke FRLA, B—ZRAUM Hugging Face RIRFEIMRE. GIERHEIE T X PUMSE “Fine web” HIEHESE, MI1EXE
BEXEFRFANA T ISR “Fine web” HIEEA,

(01:32) all of the major 1lm providers like open AI anthropic and Google and so on will
have some equivalent internally of something like the fine web data set so roughly what
are we trying to achieve here we're trying to get ton of text from the internet from
publicly available sources so we're trying to have a huge quantity of very high quality
documents and we also want very large diversity of documents because we want to have a lot
of knowledge inside these models so we want large diversity of high quality documents and
we want

FrEEENIESEEIRMR, il OpenAl. Anthropic FMIBTEE, EHRBEHSBERLT “Fine web” FiE
ENRTE, BB, KABCRH, BMNEXERELIMAAR ? RITXENEEKM LN AT ARRPRINAENX
Ko FIUBRITZEREAEIFESTRENX, HFERMNEREXEEFRANSHFYE, RARINFEXLERRH
AZRZFIR, FIUABRINTEBERESHFNEREN, HERITEE...

(02:02) many many of them and achieving this is uh quite complicated and as you can see
here takes multiple stages to do well so let's take a look at what some of these stages
look like in a bit for now I'd like to just like to note that for example the fine web
data set which is fairly representative what you would see in a production grade
application actually ends up being only about 44 terabyt of dis space um you can get a USB
stick for like a terabyte very easily or I think this could fit on a single hard drive
almost today so this

BEESXENE, MEMX—REHE E RN, HFEFNREXEERN, EMIFXUHEEESTME. T
IBNBEEEXLEMBRPHN— LR 2 FrY, WA, KREEIEL, Fli0, “Fine web” BIEETEFRNA
PEEHBARMN, EFLERLREAKRY 4 XFHHHEEZE, MIUREZMER— 1 XFHHU
&, XERIAAOSXDBRELFIMUEE— T EMER Eo FIUX ..o

(02:29) is not a huge amount of data at the end of the day even though the internet is
very very large we're working with text and we're also filtering it aggressively so we end
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up with about 44 terabytes in this example so let's take a look at uh kind of what this
data looks like and what some of these stages uh also are so the starting point for a lot
of these efforts and something that contributes most of the data by the end of it is Data
from common crawl so common craw is an organization that has been basically
JIREEHFBAEBNEKIE. REEKMIFEIFERER, BRINVIENEXAE, HEBENMEERNDTHEXLE R,
FAIUERZ MM FH, BMNREFITARY 44 XKFTREE, B2, ERNEEXMBIBEZTLFTFH, UkXLE
MR —EHET 2o AL, BEXETENER, HEIIRERE T KEHEHERNZERE Common Crawl B
4. Common Crawl EALZ2—EL...

(02:57) scouring the internet since 2007 so as of 2024 for example common CW has indexed
2.7 billion web pages uh and uh they have all these crawlers going around the internet and
what you end up doing basically is you start with a few seed web pages and then you follow
all the links and you just keep following links and you keep indexing all the information
and you end up with a ton of data of the internet over time so this is usually the
starting point for a lot of the uh for a lot of these efforts now this common C

B 2007 FLOR—BEEERERKM, fiin, 8E 2024 &, Common Crawl BEXR5|T 27 {Z1MTl. FEMA]
BrEXEMEMCREERM LiE1T, BAL, (MREAMNEBEE, N—EMHFMoIFn, AERERAENEE,
RABTHERERSESE, FABTHERSIFAIEER, MEENEINHE, MEAREIAENEENKE. FAIUAXEEZ
B XLTIENER, PE, X1 Common Crawl..

(03:26) data is quite raw and is filtered in many many different ways so here they Pro
they document this is the same diagram they document a little bit the kind of processing
that happens in these stages so the first thing here is something called URL filtering so
what that is referring to is that there's these block lists of uh basically URLs that are
or domains that uh you don't want to be getting data from so usually this includes things
like U malware websites spam websites marketing websites uh racist websites adult sites
and things

ISR, HEEBTFSARANARH#ITHE. FAUEXE, tBRT (CUHEF) XZEHENERXR, ]
MHIER T —TEXLEM B R ENRMHBIEIE, PRUOXERNE—4SUME URL k. XIENEEXLELSR,
BEAR L RIRAAMNPIREEIED URL Siis%, FRLUBEX EGERIRG ML, NEREFMFMLE. EHMiLE. Mk
FEXME. ALz 2RI R,

(04:01) like that so there's a ton of different types of websites that are just eliminated
at this stage because we don't want them in our data set um the second part is text
extraction you have to remember that all these web pages this is the raw HTML of these web
pages that are being saved by these crawlers so when I go to inspect here this is what the
raw HTML actually looks like you'll notice that it's got all this markup uh like lists and
stuff like that and there's CSS and all this kind of stuff so this is um computer

WL, FANEABRTRAROMSEX M BERESIRT, EARINAAZEIERINESEES, S5
BNARR, RpiiclE, FEXLMD, XEXLRRFFNXLEMIINER HTML i3, PIASREXENSE
B, XELERIR HTML SRR ERIEF. (e XRRICBMAEXEMRIE, FIRENARA, EF CSS UMRE
XERE, FTAXZE e TE o

(04:31) code almost for these web pages but what we really want is we just want this text
right we just want the text of this web page and we don't want the navigation and things
like that so there's a lot of filtering and processing uh and heris that go into uh
adequately filtering for just their uh good content of these web pages the next stage here
is language filtering so for example fine web filters uh using a language classifier they
try to guess what language every single web page is in and then they only keep web pages
that have more than 65%

NFBXEMAARE, BRINEEEENE, HRIMRBEXEXA, WL ? HINREEXMNHNRNXAAR, MM
TEESHMIZ ZENRE, FIUEESHENMETE, UR—EELXRFE, AFROTMEHXEMIMNIREA
Bo XENT—TMEBRZRIESTHIZ, FIM0, “Fine web” FRAIESHARHTHIE, MITHEBUSMNINES
B4, RAEMITRFEERESEBET 65% MM (EMHIF)

(05:03) of English as an example and so you can get a sense that this is like a design
decision that different companies can uh can uh take for themselves what fraction of all
different types of languages are we going to include in our data set because for example
if we filter out all of the Spanish as an example then you might imagine that our model
later will not be very good at Spanish because it's just never seen that much data of that
language and so different companies can focus on multilingual performance to uh

ERA—MFo FRILURALUERDR), XE— M FEABTUBTMHEAIGITHRE, RNEERIEETTEZIHE
EIEEMZALA, RGN, NRBIMEFAERMFIENARETGIRE, BAMRATUER, RNEREREL
EAEM BN FIREMA SR, ANENRSERIRLSIHHIESHNEE. FIAREINLBRINEAREREE £X
ESEE ML

(05:29) to a different degree as an example so fine web is quite focused on English and so



File: /home/huangshuai/code/learn-c...hatGPT-Karpathy-tanslation.txtPage 3 of 67

their language model if they end up training one later will be very good at English but
not may be very good at other languages after language filtering there's a few other
filtering steps and D duplication and things like that um finishing with for example the
pii removal this is personally identifiable information so as an example addresses Social
Security numbers and things like that you would try to detect them and you would try to
filter out those kinds

FENBIF, PR “Fine web” M XEZRIE, EILMIIAESERE, MRMIVERELXIGEH—TE, EXRE
FHRIEEY, EREMESAEURMISALLT. FIEEShEeE, T —LHMNIHESE, HINEXESF
F, BREIMSHITTDATRIER (PII) HNER. X2 itit. #HRSEBZENDATIRFMER. FR1HE
WNEXLEER, HitlEMEREEPIHEH 22 XEE BRI,

(05:59) of web pages from the the data set as well so there's a lot of stages here and I
won't go into full detail but it is a fairly extensive part of the pre-processing and you
end up with for example the fine web data set so when you click in on it uh you can see
some examples here of what this actually ends up looking like and anyone can download this
on the huging phase web page and so here are some examples of the final text that ends up
in the training set so this is some article about tornadoes in 2012 um so there's some t
tadoes in 2020

WMEIRESRFIEHE, FIAXBEREME, BEFRFANBPREAT, BXETIBFRELZHN—E5. &
KARRFEFII “Fine web” #IEEK, FIUSMRREHERN, MAIUEXEEN—LERAXNMEFNGTF,
BAERAZAUTE Hugging Face Mih EFHX MRS, FIUAXER —LERAHAYIGENNETE, XB—
RBXTF 2012 FRBRANXE, FAUTE 2020 FE—L... ZEN..

(06:31) in 2012 and what happened uh this next one is something about did you know you
have two little yellow 9vt battery sized adrenal glands in your body okay so this is some
kind of a odd medical article so just think of these as basically uh web pages on the
internet filtered just for the text in various ways and now we have a ton of text 40
terabytes off it and that now is the starting point for the next step of this stage now I
wanted to give you an intuitive sense of where we are right now so I took the first 200
web pages

£ 2012 FURKRET H 2. FT—PRXTF “MMAEMBEAEERME 9 KBEHANERE ERIG” ZENRA
Bo 1FHY, FIUXEREMFENERZNE, FAIUMIEXLERER FEEREBM LMD, 2537 &MA A AT
ko MAERNETRKEMXAE, 40 XFTHIXAE, MEXMEBXTMET—FHER, MERBILIREN T #
EIMNBERITFHAME. FAARZETE 200 TMD,

(07:07) here and remember we have tons of them and I just take all that text and I just
put it all together concatenate it and so this is what we end up with we just get this
just just raw text raw internet text and there's a ton of it even in these 200 web pages
so I can continue zooming out here and we just have this like massive tapestry of Text
data and this text data has all these p patterns and what we want to do now is we want to
start training neural networks on this data so the neural networks can internalize and
model how this text

XEB, BERNERENMD, FIEFAEREXAKLELR, AREBENSMBHET K. FIUXRERITRER[
Y, HNFRNMEXERIANAE, RIGRERMX A, BMEEX 200 MWIIFHBERERINA, FIUFKEIIX
BEEXBH)IE, BITHE T XE—PERNINABIER R, XEXABIEEREXEER, mENIMEEM
HNE, HITEFRTEXLERIE LIIGHEME, XEFEMEMEM AR LHRBIX L XA B UEREIRY,

(07:39) flows right so we just have this giant texture of text and now we want to get
neural Nets that mimic it okay now before we plug text into neural networks we have to
decide how we're going to represent this text uh and how we're going to feed it in now the
way our technology works for these neuron Lots is that they expect a one-dimensional
sequence of symbols and they want a finite set of symbols that are possible and so we have
to decide what are the symbols and then we have to represent our data as one-dimensional
sequence of those

B ? FRUFNTE T X TEANX AL, MERMEE[IRBREATHHIEMSE, 171, NEERIIEXER
AREMEZFT, BITBIURENARTXES R, URMEHFEEA. IE, FITXLEHEMENRARE
B, ElTRENE—T—4NTSFY), HEENFE—AERNAENS. FIUABNOIUREXLERFSEMN 4,
RERNGITIBENNNBIER T X ERFSH—HEFT,

(08:14) symbols so right now what we have is a onedimensional sequence of text it starts
here and it goes here and then it comes here Etc so this is a onedimensional sequence even
though on my monitor of course it's laid out in a two-dimensional way but it goes from
left to right and top to bottom right so it's a one-dimensional sequence of text now this
being computers of course there's an underlying representation here so if I do what's
called utf8 uh encode this text then I can get the raw bits that correspond to this text
in the
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S, FILITE, RIMAENE—INAN—#FT], EMNXEFR, RAEIIXE, AEIIXEESE, IUAXE—
M—HFY, REEENETRSF LEARUZEAXZNN, BEBRNERE. MAERITH. FRMXE—NXAH
—#HFT, NE, AAXEEIHENL, SAXEE-PNEERT. FIUREHITAIBR UTF-8 RIEXTNX
X, BARAIUFREH BN S XN XAER N RIAL

(08:44) computer and that's what uh that looks like this so it turns out that for example
this very first bar here is the first uh eight bits as an example so what is this thing
right this is um representation that we are looking for uh in in a certain sense we have
exactly two possible symbols zero and one and we have a very long sequence of it right now
as it turns out um this sequence length is actually going to be very finite and precious
resource uh in our neural network and we actually don't want extremely long sequences of
just

HENPHNEFEFRERXEF. FIUERE, FM, XENE-INFEEMZE - 8 FA—1FF. BAXZEM
LHREE ? XA FHATEEFH—MRT, EEMEX L, BIVESFERITITENTTS, 0 M 1, FEK()
MEE—MIEERKIXFNFET . ERE, XTFIKELFLERINNHENEPEIFEGREETNER, 7
BENERFR EFBEUXBR DR SEHRREKNEFS.

(09:23) two symbols instead what we want is we want to trade off uh this um symbol size uh
of this vocabulary as we call it and the resulting sequence length so we don't want just
two symbols and extremely long sequences we're going to want more symbols and shorter
sequences okay so one naive way of compressing or decreasing the length of our sequence
here is to basically uh consider some group of consecutive bits for example eight bits and
group them into a single what's called bite so because uh these bits are either on or off
if we take a

MRS NMIS. BITEBNSERITAOANITROA S AN BRI 4 ST E 2 BT, AR
BREAERTMHSNREKNEY], BRITEEESNFTSNERNFI, 1, BA—MERNEERERRITXE
FIKENAERS, BERLER—LESNM, AWl 8 i, HHE(HERN—TFBENTT. ANXEUELR
AEARX, IRBATER—A 8 Im....

(10:00) group of eight of them there turns out to be only 256 possible combinations of how
these bits could be on or off and so therefore we can re - represent this sequence into a
sequence of bytes instead so this sequence of bytes will be eight times shorter but now we
have 256 possible symbols so every number here goes from @ to 255 now I really encourage
you to think of these not as numbers but as unique IDs or like unique symbols so maybe
it's a bit more maybe it's better to actually think of these to replace every one of

EAl, EREAMXEMUMAXAETRE 256 MaJde, Eit, HMTAIURXPTEINEFRTIA—TFHET.
INFHEFNGLEE 8 5, BIMERIVE 256 MAENFS, FUXBNEMIFHM 0 B 255, BEREN
BIRAEEXEEFRT, MEEFH—MN ID SRS, WIFTERINE, SIFIEXERRAAINKTRIR
BRSKBRE— ...

(10:32) these with a unique Emoji you'd get something like this so um we basically have a
sequence of emojis and there's 256 possible emojis you can think of it that way now it
turns out that in production for state - of - the - art language models uh you actually
want to go even Beyond this you want to continue to shrink the length of the sequence uh
because again it is a precious resource in return for more symbols in your vocabulary and
the way this is done is done by running what's called The Bite pair encoding algorithm and
the way this

55, RRFRELUXFNRE, I, BIBEXLE-TREBENFSF, FEE 256 MEJRNXRIENS, (R
DUXFRIBR, MEFLIRA, BEFRAHNESRAN, KFLFEEEH—F, (MEERSERFIINK
E, AREMAR—MERNEZR, FATIDLRPAEESHSHRMR, RUX—mNGESEITRENF T
wIBEE, HIEARKZE. ..

(11:04) works is we're basically looking for consecutive bytes or symbols that are very
common so for example turns out that the sequence 116 followed by 32 is quite common and
occurs very frequently so what we're going to do is we're going to group uh this um pair
into a new symbol so we're going to Mint a symbol with an ID 256 and we're going to
rewrite every single uh pair 11632 with this new symbol and then can we can iterate this
algorithm as many times as we wish and each time when we mint a new symbol we're
decreasing the length and

BMNERLEFRIFEENNELF LR S, M, ERLW 116 FHIEE 32 NFFIHESER, FEHINE
IR, FIUFRNEMIZE, R IWHER— TS, RITFEE— ID K 256 B955S, HEKIEFA
XPHFSEES— 11632 o ARBRITAIMBERES ERXNEE, BXRRISIZ— TS, i)
HEEERIIKE, FHH...

(11:41) we're increasing the symbol size and in practice it turns out that a pretty good

setting of um the basically the vocabulary size turns out to be about 100,000 possible
symbols so in particular GPT 4 uses 100, 277 symbols um and this process of converting
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from raw text into these symbols or as we call them tokens is the process called
tokenization so let's now take a look at how gp4 performs tokenization conting from text
to tokens and from tokens back to text and what this actually looks like so one website I
like to use to

BMTTSHE, EEER, ERAU—THEYFHENRER, BEXLRELCERA/NGA 100,000 NRIENGS. 15
A2 GPT 4 R 100,277 TS, MEIANARBRAXLERS (R RIME) NERETIREt. LI
EILEATEE GPT 4 BUMLHITIFCIERY, MXAFIARIE, BMMRMEERIXA, KERERREF. HERER

(12:22) explore these token representations is called tick tokenizer and so come here to
the drop down and select CL 100 a base which is the gp4 base model tokenizer and here on
the left you can put in text and it shows you the tokenization of that text so for example
heo space world so hello world turns out to be exactly two Tokens The Token hello which is
the token with ID 15339 and the token space world that is the token 1 1917 so um hello
space world now if I was to join these two for example I'm going to get again two tokens
but it's

BRERXEARCRT, XPMiEAHE tiktokenizer, REXEM THRIFE, %HFE CL 100 a base, XZ GPT 4
EARBINARE R, TEAIMRAIIUBANAE, ERETNZXANINBLER, F180, “heo space world”, 4
“hello world” MAIFRMMMERIE, “hello” #Ri2HY ID 2 15339, “space world” #RIZHY ID & 11917, Ff

L, “hello space world”. I7E, WIRFEXMEMERLR, fill, EXRBFEHENDRE, BEER....

(13:06) the token H followed by the token L world without the H um if I put in two Spa two
spaces here between hello and world it's again a different uh tokenization there's a new
token 220 here okay so you can play with this and see what happens here also keep in mind
this is not uh this is case sensitive so if this is a capital H it is something else or if
it's uh hello world then actually this ends up being three tokens instead of just two
tokens yeah so you can play with this and get an sort of like an intuitive sense of uh
what these tokens work like

“h” triciEERAE “1 world” 152 (&F “h") o HIRFKAE “hello” # “world” ZEHAFDERE, XX
E—MAERFZEAR, XESEIM—THNIRE 220, 78, FRMIRAIAORIRAXT, EEREE 2. HEID
X, XERDKNERN, FRUAINREARERN “H”, BREBN—EET, HEUWRZE “hello world” (FiElgh
) , KR LEXRERE=TMRE, MARR MRS B8, PRMRRILULIEXD, XEAREMIEARE—
PMEMRIERRZ,

(13:47) we're actually going to loop around to tokenization a bit later in the video for
now I just wanted to show you the website and I wanted to uh show you that this text
basically at the end of the day so for example if I take one line here this is what GT4
will see it as so this text will be a sequence of length 62 this is the sequence here and
this is how the chunks of text correspond to these symbols and again there's 100, 27777
possible symbols and we now have one - dimensional sequences of those symbols so um yeah
we're going to come

EMREERINTESBEERAFZEXNER, RERRERLIREBTX WL, FEBLIRET, 1TIREEK, 5
o, MRFEEXEBH—ITXAR, XAMZ GPT 4 2FINANET. XEXARZE—TKEN 62 NF7, XEXERN
By, XEXARSXLERFSHMNNAR. FF, B 100,277 (LAFERBRLUZET— 7) MHENFS,
BIMETEXERSH—4RFT, L, 81, HIIEHE...

(14:24) back to tokenization but that's uh for now where we are okay so what I've done now
is I've taken this uh sequence of text that we have here in the data set and I have re -
represented it using our tokenizer into a sequence of tokens and this is what that looks
like now so for example when we go back to the Fine web data set they mentioned that not
only is this 44 terab of dis space but this is about a 15 trillion token sequence of um in
this data set and so here these are just some of the first uh one or two or
EEARSEXMER, EERRENTHBIXE, 1789, FRIUARIEAHNZE, B2 7 RIBIEETHIXITNXAEF
7, FRARMNMFEENEERXRTIA— MRS, REXMEENFF. Fl0, HEIIEE “Fine web”
BT, )RR, X MUBERNSER 44 AFHOHEZE, MAEPALE— 15 HIZAHE0ET. 7
MXBEREEPHN—LEHF M. — TR

(14:56) three or a few thousand here I think uh tokens of this data set but there's 15
trillion here uh to keep in mind and again keep in mind one more time that all of these
represent little text chunks they're all just like atoms of these sequences and the
numbers here don't make any sense they're just uh they're just unique IDs okay so now we
get to the fun part which is the uh neural network training and this is where a lot of the
heavy lifting happens computationally when you're training these neural networks so what
we do here

=T MRS, B, XBEXMIEENITC. BEIREXER 15 A127MM5c. BiRE—X, BERRFMAEXE
HAKNHXAR, ENREEXLERINEF. XENHFASREEN, EIRE... REKE—H ID, FH,



File: /home/huangshuai/code/learn-c...hatGPT-Karpathy-tanslation.txtPage 6 of 67

FRMERERATRE 7T EENE D, BREMEMEKIL, SMFIGXLEMEMEN, XETITEFEEESEEN
TR FAUENEXEMAIZ. ..

(15:28) in this this step is we want to model the statistical relationships of how these
tokens follow each other in the sequence so what we do is we come into the data and we
take Windows of tokens so we take a window of tokens uh from this data fairly randomly and
um the windows length can range anywhere anywhere between uh zero tokens actually all the
way up to some maximum size that we decide on uh so for example in practice you could see
a token with Windows of say 8,000 tokens now in principle we can use arbitrary

EX—FH, BIEENXEAMSERTFUNEEERMERNS T X REITER, FAURITFMMNE, #E#ABIEHIE
EARIEE o HATAZ MNEUEPE HFENMER— MR EE D, BOKERFLEAIMUE 0 MRZERITRENE
MRART ZEEEMAS, Fign, FEEEP, FRAESEI—TEOARNA 8000 MriZavER. R E, i
AINERER..

(16:04) window lengths of tokens uh but uh processing very long uh basically U window
sequences would just be very computationally expensive so we just kind of decide that say
8,000 is a good number or 4,000 or 16,000 and we crop it there now in this example I'm
going to be uh taking the first four tokens just so everything fits nicely so these tokens
we're going to take a window of four tokens this bar view in and space single which are
these token IDs and now what we're trying to do here is we're trying to basically predict
the

KEMFEED, BRAMEFEKNEORIIEHE LRIFERT. FAURNRZBRE, il 8000 B MBI
¥, BE 4000. 16000, AEEHNEAEEMT. EXMIFH, FRHENFIE MRS, XF—IEERIFHE
To FTIARABEEGXEMFIZEAN—NED, “bar view in” #1 “space single”, XEEZE{IMFRIE 1D, I
AENEXBXEHNZE, BRLT...

(16:43) token that comes next in the sequence so 3962 comes next right so what we do now
here is that we call this the context these four tokens are context and they feed into a
neural network and this is the input to the neural network now I'm going to go into the
detail of what's inside this neural network in a little bit for now it's important to
understand is the input and the output of the neural net so the input are sequences of
tokens of variable length anywhere between zero and some maximum size like 8,000 the
output now is a

FFIRE T — MR, AN TF—NE 3962, 08 ? FURITIEEX AR, XA ETFX, XIOMRE
MR LT, BIMERATMEMES, XMESHEMEHNREA. MERRERIFMANBXNMREREAEBLE
1, BREENEEERGEMENBANEL. BARKERTZRERS, KE®E 0 }EMSRARST (thil
8000) Zigl, IIEAYHLHZE ..

(17:18) prediction for what comes next so because our vocabulary has 100277 possible
tokens the neural network is going to Output exactly that many numbers and all of those
numbers correspond to the probability of that token as coming next in the sequence so it's
making guesses about what comes next um in the beginning this neural network is randomly
initialized so um and we're going to see in a little bit what that means but it's a it's a
it's a random transformation so these probabilities in the very beginning of the training
are also going to be kind

HTF—MHIRFCHTN,. RAFKIMIACERE 100277 DNATEENIRD, BEMEREHSTFXASMT,
FIEXERF NN FZAFESEARTIR T HINEER, AUAEEENT—IMSER T2, —FRE, XPMHER
EEMNABIE . il BITHEREIXEXRET2, BXE—DENEHR, FRIUTIIZGRIFEE, XL
KPR BE R

(17:51) of random uh so here I have three examples but keep in mind that there's 100,000
numbers here um so the probability of this token space Direction neural network is saying
that this is 4% likely right now 11799 is 2% and then here the probility of 3962 which is
post is 3% now of course we've sampled this window from our data set so we know what comes
next we know and that's the label we know that the correct answer is that 3962 actually
comes next in the sequence so now what we have is this mathematical process for

i, FRUAXBHRE=1F, EEREXER 100,000 NMFE, FRLUX “space Direction” #rig, #£2
MERCMER 4% WETREMHIN, 11799 XMFIEE 2% MATae, AEXE 3962 (“post”) X MRicE
3% HYETREM . S, HMMBIBSEPREFETXNED, FIURIIAEETREMTS2, BITAE, FREFE. &K
MNAEEBRERZ 3962 EKir EBFEFIFHT—MRZ. AAIUIERITEXTMHFEIER. ...

(18:26) doing an update to the neural network we have the way of tuning it and uh we're
going to go into a little bit of of detail in a bit but basically we know that this
probability here of 3% we want this probability to be higher and we want the probabilities
of all the other tokens to be lower and so we have a way of mathematically calculating how
to adjust and update the neural network so that the correct answer has a slightly higher
probability so if I do an update to the neural network now the next time I Fe this
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particular sequence of four tokens

WHEMBZHITET, BINFRABENAZE, —2) L RIMNSFARN—LEAT, BEXE, HINEXE 3% A}
X, RMNBLEXMIXRER, FENALREEMTICHBIRER, FAIURNMNERFITTEA ERBRMNEIHHEM
&, LIEFREREIRBMIES. NRRINENBEMESHITESR, TRBEBMAZOMICHSERFS I,
(19:01) into neural network the neural network will be slightly adjusted now and it will
say Okay post is maybe 4% and case now maybe is 1% and uh Direction could become 2% or
something like that and so we have a way of nudging of slightly updating the neuronet to
um basically give a higher probability to the correct token that comes next in the
seqguence and now you just have to remember that this process happens not just for uh this
um token here where these four fed in and predicted this one this process happens at the
same time for all of these tokens

HEMBZNSFEMIARE, EREERI “post” BIBIRIMTERE 4%, “case” WUMIRINERIAER 1%, “Direction”
RBIRBIRE AL 2% Z3EM. FRUFRNE —MRARN A E, BHMERSENS, EX ERAFTIR T — N EMR
BERNBIE, MEMELZE, XMNIEMUREEZOMICBAHFUIX—MRSHER, MEXHEEH
HFREATICEIET#1To

(19:36) in the entire data set and so in practice we sample little windows little batches
of Windows and then at every single one of these tokens we want to adjust our neural
network so that the probability of that token becomes slightly higher and this all happens
in parallel in large batches of these tokens and this is the process of training the
neural network it's a sequence of updating it so that it's predictions match up the
statistics of what actually happens in your training set and its probabilities become
consistent with the uh statistical

EEIMIBRE R, FAIAESSES, BITRENED, —MMt—NMINEQ, AEXNEMTC, BRITHERABRMERN
&, BIZATCHBIERMIES. X—UEHEEASMCHIRFHITHITH, XHBNISFREMEZLIRE. XB—
DEFANEIE, ILERTUNS ISR P ERRENSITHIEETER, FEERNBIRSHIERPIMCZEEERMERN
FitER—e

(20:08) patterns of how these tokens follow each other in the data so let's now briefly
get into the internals of these neural networks just to give you a sense of what's inside
so neural network internals so as I mentioned we have these inputs uh that are sequences
of tokens in this case this is four input tokens but this can be anywhere between zero up
to let's say 8,000 tokens in principle this can be an infinite number of tokens we just uh
it would just be too computationally expensive to process an infinite number of tokens so
we just

R —E, BAMELRNTEE TR —TXEHEMENNIEN, ILRNERTE MR, MEMBRERE
FINFRRIRY, BIEXLERA, ENEMCES, EXMERT, XEOMIAMNS, EXFREERUE 0 5
tegnin 8000 Mridxial. RN L, ERINELREHENTE, BRELRMENTICEITE LRAKRS, AU

MNRZE..

(20:38) crop it at a certain length and that becomes the maximum context length of that uh
model now these inputs X are mixed up in a giant mathematical expression together with the
parameters or the weights of these neural networks so here I'm showing six example
parameters and their setting but in practice these uh um modern neural networks will have
billions of these uh parameters and in the beginning these parameters are completely
randomly set now with a random setting of parameters you might expect that this uh this
neural network

EENKEHN, SMAATHRMEENEA ETYXKE, HEXERA X 5XEREMENSHEINET—T
BEARNHEFRAXFESE . XREREBT T A TROASHREIRE, BEFLE, XEMAHENZIBH11Z
PRENSH. —Fin, XESHETLBIIEEN. T, BTSHEMNIZER, RARERINIX DL
.

(21:14) would make random predictions and it does in the beginning it's totally random
predictions but it's through this process of iteratively updating the network uh as and we
call that process training a neural network so uh that the setting of these parameters
gets adjusted such that the outputs of our neural network becomes consistent with the
patterns seen in our training set so think of these parameters as kind of like knobs on a
DJ set and as you're twiddling these knobs you're getting different uh predictions for
every

RAGEFENTON, —FiaBmEREXEE, ENNTEL NN, EEdXMEREHRMENIE, Kz Rilgk
MFEME, XLESHENGEIWIAE, BRERITHENENHE S IGEPERRIRN B, EXESHEERN
DJ &#& LRV, HIFENXLNEE, WFE—TEURTEFRIBEA, (FESFRREFTN.

(21:45) possible uh token sequence input and training in neural network just means

discovering a setting of parameters that seems to be consistent with the statistics of the
training set now let me just give you an example what this giant mathematical expression
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looks like just to give you a sense and modern networks are massive expressions with
trillions of terms probably but let me just show you a simple example here it would look
something like this I mean these are the kinds of Expressions just to show you that it's
not very scary we

AJRERITRCFIRIA. IS MEMEMBIRE IR —A 5 IGES T BIEEFTNESKIRE, MELHALRETF
F, BR—TETERNEARARRMHHF, IRETER. RAMENRAXTEASHOLZH, BREX
ELIFRT— 1 EENAF. CEERAREXE, HNERERXERAAZRN T ILRAECHZEMLAH, &K

(22:14) have inputs x uh like X1 x2 in this case two example inputs and they get mixed up
with the weights of the network wd W1 2 3 Etc and this mixing is simple things like
multiplication addition addition exponentiation division Etc and it is the subject of
neural network architecture research to design effective mathematical Expressions uh that
have a lot of uh kind of convenient characteristics they are expressive they're
optimizable they're paralyzable Etc and so but uh at the end of the day these are these
are not complex

BA x, HIXER X1, X2, XRHENTARA, ENESEMENE wo. Wi, 2. 3 FFESE—E. XTE
ABRGFAE. A, BESE. REFEHRNEE, ITAVHNHEFRALZHEMERMATIRE, XERX
RNEBRSHERFE, IERMA. oI, AIFHTEES, BIREE, XE..

(22:50) expressions and basically they mix up the inputs with the parameters to make
predictions and we're optimizing uh the parameters of this neural network so that the
predictions come out consistent with the training set now I would like to show you an
actual production grade example of what these neural networks look like so for that I
encourage you to go to this website that has a very nice visualization of one of these
networks so this is what you will find on this website and this neural network here that
is used in production settings

RERAHFE R, BEXLRBHFRANSEESERATION. BMNEERCXTHEMBNSHY, EVLERS
NHE—H. MERBLMTBTI—IEMFEFRANNHEMETE, BEECIEHAETF. ALk, RENRIHEX
DL, EXEA—TIHEZEHFREFNITRCET. XRIFEX TN ERFRNAR, XMEEFIFRPFERN
FREZ LK. ..

(23:22) has this special kind of structure this network is called the Transformer and this
particular one as an example has 8 5,000 roughly parameters now here on the top we take
the inputs which are the token sequences and then information flows through the neural
network until the output which here are the logit softmax but these are the predictions
for what comes next what token comes next and then here there's a sequence of
Transformations and all these intermediate values that get produced inside this
mathematical expression s it

MRV, XU Transformer, X MFENMEARLNE 85000 P28, MAEEINES, il
AWNERES, ARERTHEMET R, EFEY, XEMNBEEE logit softmax, XLEEX FT—MHIMAR
BTN, AEXERE—RINNTH, UREXMERAXP=ENFREREE, E..

(23:59) is sort of predicting what comes next so as an example these tokens are embedded
into kind of like this distributed representation as it's called so every possible token
has kind of like a vector that represents it inside the neural network so first we embed
the tokens and then those values uh kind of like flow through this diagram and these are
all very simple mathematical Expressions individually so we have layer norms and Matrix
multiplications and uh soft Maxes and so on so here kind of like the attention block of
this Transformer and

BRERETN T HERNASR, fi0, XEARCHRIRAR—MFMEN o HRARTER, ST ERERRICERERN
HAHE— T HEERRTE. FIUBELRITTANRS, AEXEERRGEXTERFPRE, XERMREENE
JEERBIREREAN. RIBER)T—b. FEEFE. softmax FF, XEEAHEXD Transformer BEESH
RIR, RS

(24:32) then information kind of flows through into the multi - layer perceptron block and
so on and all these numbers here these are the intermediate values of the expression and
uh you can almost think of these as kind of like the firing rates of these synthetic
neurons but I would caution you to uh not um kind of think of it too much like neurons
because these are extremely simple neurons compared to the neurons you would find in your
brain your biological neurons are very complex dynamical processes that have memory and so
on

FERERBRAZERANEREE, XEMEXERFEREINNFEE, R/IFAIMUEXLEEERXLES B
27th firing rates (M&AX) , ERERER, FEREREXGHZT, RAANSMRARPIHZTHEL, X
LEEREERNHITT. MNEYHETEIER E 2NSEE, BRIEICES,

(25:01) there's no memory in this expression it's a fixed mathematical expression from
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input to Output with no memory it's just a stateless so these are very simple neurons in
comparison to biological neurons but you can still kind of loosely think of this as like a
synthetic piece of uh brain tissue if you if you like uh to think about it that way so
information flows through all these neurons fire until we get to the predictions now I'm
not actually going to dwell too much on the precise kind of like mathematical details of
all

XPMRAXPREILIZ, ER—TMNAARMENEERERAR, BEI1EIZ, RRTREN. PRIASEM#HEZTT
ML, XLEZIEBERENWET, BUNRFER, FMIATUABIBEERE—RERNMALR, FRAEEEXE
HETTRRE. BR, BRIRIERIFTNER. NERKFLEASISHAETFREXLETIRAEHAZAT, £
K, HIANRATBRXEHAERHRLAEE

(25:30) these Transformations honestly I don't think it's that important to get into
what's really important to understand is that this is a mathematical function it is uh
parameterized by some fixed set of parameters like say 85,000 of them and it is a way of
transforming inputs into outputs and as we twiddle the parameters we are getting uh
different kinds of predictions and then we need to find a good setting of these parameters
so that the predictions uh sort of match up with the patterns seen in training set so
that's the Transformer okay so I've

EFEENERERXE— TR, cH—ABEENSHESHL, il 85000 NEH, ER—MFRAR
BAEmHN AR HRITARSHN, RINSFIFRAAEENTN,. AERINFERIIXLESHN—MFIIZE,
EFNLER S GERERRENBLTE, XHME Transformer. 8, FIUKES ...

(26:02) shown you the internals of the neural network and we talked a bit about the
process of training it I want to cover one more major stage of working with these networks
and that is the stage called inference so in inference what we're doing is we're
generating new data from the model and so uh we want to basically see what kind of
patterns it has internalized in the parameters of its Network so to generate from the
model is relatively straightforward we start with some tokens that are basically your
prefix like what you want

BYREBR T HEMEHAEEN, FRERITEHRHTHETIIEERNERE. RENAERXLEMENS— T EEM
E?, BRAARHEIEMER, THEIEMER, HMNEMRERDERFTHNEIE, PRIUARINER EBEFECEMNESHTRRALT
AR, MARBLE IR RS LLIRERE, HITN—EARIEHR, XEFICER EREIRMEIS, iR
HE....

(26:33) to start with so say we want to start with the token 91 well we feed it into the
network and remember that the network gives us probabilities right it gives us this
probability Vector here so what we can do now is we can basically flip a biased coin so um
we can sample uh basically a token based on this probability distribution so the tokens
that are given High probability by the model are more likely to be sampled when you flip
this biased coin you can think of it that way so we sample from the distribution to get a
single unique

FAMAR, tEENRBITEMRIE 91 Fia, RITETHWABIMER, BEMELEIEIER, WE? BAEHINTX
BHXMERRAE, FAAURNIETUHNZ, BEX LRGN —KERENED, PRXRITRIMARIEX MRS H
RE—MRIC. BAERFESMRNIMCERXNERANET I E G ETREMRE, RAILIXFIRR, PRAEIIAS
HPRIFEE — D —BRIE,

(27:08) token so for example token 860 comes next uh so 860 in this case when we're
generating from model could come next now 860 is a relatively likely token it might not be
the only possible token in this case there could be many other tokens that could have been
sampled but we could see that 86c is a relatively likely token as an example and indeed in
our training examp example here 860 does follow 91 so let's now say that we um continue
the process so after 91 there's a60 we append it and we again ask what is the third token
let's sample and

B, BTRPITIE 860, FILUERFERT, YNSRI RIIEN, 860 AIALRIT TR, 860 2—1
HEXERREH MRS, EXMER TERRET IR — AR RRFIRIE, FJRERRSHMITE, BRIAIUE
Bl 860 B—THEMARRERNITIS, LML, EERMNXENINGTRAIFR, 860 MLIRMET 91 FH. BLMERIE
BN MNERE, 91 FERE 860, HINMETHMHAE, ARBENBRAB=MrCEM 2, LHNRE, KRig.
(27:42) let's just say that it's 287 exactly as here let's do that again we come back in
now we have a sequence of three and we ask what is the likely fourth token and we sample
from that and get this one and now let's say we do it one more time we take those four we
sample and we get this one and this 13659 uh this is not actually uh 3962 as we had before
so this token is the token article uh instead so viewing a single article and so in this
case we didn't exactly reproduce the sequence that we saw here in the training data so
keep in

TlatFE 287, MEXE—F, ERIMNBM—K, HMNATE-T=TRIEHNFS), BITEEEDETENIMEEM
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> RERFEIXD. MAEREERIMBM—R, HMBXOMIZERE, B2XD 13659, LfiFt, EFER
11ZEip 3962, X MRIiCE “article” #xid. FRAE “viewing a single article”, TEXFMERT, Al
HRETEENHNNDINFREFEINFT, FAUZEEE..

(28:20) mind that these systems are stochastic they have um we're sampling and we're
flipping coins and sometimes we lock out and we reproduce some like small chunk of the
text and training set but sometimes we're uh we're getting a token that was not verbatim
part of any of the documents in the training data so we're going to get sort of like
remixes of the data that we saw in the training because at every step of the way we can
flip and get a slightly different token and then once that token makes it in if you sample
the next one and so on you very

LRGN, BITEREF, MEMED—F. BRENSMHEININGEPN—NEXER, BERRKRI1EE
HREH R RIS R AR TN, FURITSHNSIISEIEN—F “BER", RAES—5H(]
HETBER R — T RERENIRE, —EXMMReHES, MRMFEXRET—, FF, FRRUS...

(28:53) quickly uh start to generate token streams that are very different from the token
streams that UR in the training documents so statistically they will have similar
properties but um they are not identical to your training data they're kind of like
inspired by the training data and so in this case we got a slightly different sequence and
why would we get "article" you might imagine that "article" is a relatively likely token
in the context of "bar viewing single" Etc and you can imagine that the word "article"
followed this context window somewhere

RRAESFRERSINGXEPRRIERIEERENRESR. MNEITEERE, ENSBERLENE, BEMNSII
SHEATZLER, TITESGRESRNIGRENEL. EXMERT, RIS T EERRNE. Rt
LR85 “article” WE?{RAILESR, £ “bar viewing single” FHiEHEA, “article” 2—MHIBIERE
MR @AATIC. RAIMER, EIIGEFNE M, “article” XMAREXEN ETXEOZE.
(29:25) in the training documents uh to some extent and we just happen to sample it here
at that stage so basically inference is just uh predicting from these distributions one at
a time we continue feeding back tokens and getting the next one and we uh we're always
flipping these coins and depending on how lucky or unlucky we get um we might get very
different kinds of patterns depending on how we sample from these probability
distributions so that's inference so in most common scenarios uh basically downloading the
internet and

F—EREL, BIRABMIGERMMEREFRTE. FIUERL, HIERENXLEDHH—R—D #7700,
BRI R BATIEHREN T —MFIE, KIT—ET “HiEm”, RIBRIASESET, BRIBERIIAXLBRSHH
HRHAR, RITATESENEETANER, XRSHE, FASKENHET, BXL, THEENKEH.. ...
(29:57) tokenizing it is is a pre - processing step you do that a single time and then uh
once you have your token sequence we can start training networks and in Practical cases
you would try to train many different networks of different kinds of uh settings and
different kinds of arrangements and different kinds of sizes and so you''ll be doing a lot
of neural network training and um then once you have a neural network and you train it and
you have some specific set of parameters that you're happy with um then you can take the
model and you can

MNEHTIRCLE— T RIBSE, (RABREM—RK. ARG, —BMRETHRIERES, BITMAIUFEIIGENSE. 7
KIRERF, REERINGTFZSARNNG, ENEEFRNIKE. FRHTARMAERIME, FAUREHTT
RENHEMRK) %K. AfE, —BIRET—THEMS, FRIIGET, BTIRREN—ARESH, BAIRIMA
DERAXMER, HA...

(30:26) do inference and you can actually uh generate data from the model and when you're
on chat GPT and you're talking with a model uh that model is trained and has been trained
by open aai many months ago probably and they have a specific set of Weights that work
well and when you're talking to the model all of that is just inference there's no more
training those parameters are held fixed and you're just talking to the model sort of uh
you're giving it some of the tokens and it's kind of completing token sequences and that's
HTHIE, LRRERATUMERIRE IR, SRR ChatGPT SAREIZHEY, FMEEELELTIE, AlsER
OpenAI 7E/LBREIINIGIFR, i1 —HMRBRIFAFENE, HIRGEETKET, PREXLEHRRZHE, £B
BT, BBLEBSHEEEN, MARESHEAERY, LE—ERE, EETHIFEFT), XHE .

(30:55) what you're seeing uh generated when you actually use the model on CH GPT so that
model then just does inference alone so let's now look at an example of training an
inference that is kind of concrete and gives you a sense of what this actually looks like
uh when these models are trained now the example that I would like to work with and that
I'm particularly fond of is that of opening eyes gpt2 so GPT uh stands for generatively
pre - trained Transformer and this is the second iteration of the GPT series by open AI
when you are talking
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fRTEfER ChatGPT RERERIMNERAD. AU MRERZE#ITHEE, WEILENBE—DIIGHHIERERK
BIF, ILIRT X EARRITEYIZREY SSFRRVIE . ARG F, LERKHIEWRRIGIF, 2 OpenAl B GPT -

2. GPT REREMAFNIZEZHE: (Generatively Pre - trained Transformer) , X2 OpenAl BY GPT %
FNE—R. HIRMES ChatGPT KA ...

(31:24) to chat GPT today the model that is underlying all of the magic of that
interaction is GPT 4 so the fourth iteration of that series now gpt2 was published in 2019
by openi in this paper that I have right here and the reason I like gpt2 is that it is the
first time that a recognizably modern stack came together so um all of the pieces of gpd2
are recognizable today by modern standards it's just everything has gotten bigger now I'm
not going to be able to go into the full details of this paper of course because it is a
HEMIERZ GPT - 4, XBZRYIMEMN. GPT - 2 2 OpenAl 1£ 2019 FEFKM, MERFLMNXEL
X, HREX GPT - 2 RERE, EBXN—EIRFINMARAALASTE . PRAURBIMARE, GPT - 2 B
FAIB DS REBEMINGER, RARME—THERERKT . HA, EFRFARIXRIEXHVFABEAT, EN
XE—E..

(31:57) technical publication but some of the details that I would like to highlight are
as follows gpt2 was a Transformer neural network just like you were just like the neural
networks you would work with today it was it had 1.6 billion parameters right so these are
the parameters that we looked at here it would have 1.

RALARY), BFBRFAN—LATUT : GPT - 2 F— Transformer #EMLE, MRIMIIEFERIHEZR
EK—1¥, ©F 16 Z78H, WE? XERERITZAIRIINEHR, EF...

(32:17) 6 billion of them today modern Transformers would have a lot closer to a trillion
or several hundred billion probably the maximum context length here was 1,24 tokens so it
is when we are sampling chunks of Windows of tokens from the data set we're never taking
more than 1,24 tokens and so when you are trying to predict the next token in a sequence
you will never have more than 1,24 tokens uh kind of in your context in order to make that
prediction now this is also tiny by modern standards today the token uh the context
lengths would be a lot closer to um couple

16 121 1%, IMAR Transformer RIREBIA—AZE/ITFIZNMEH. XENRALTXKERZ 124 Mr
12 FRASENMBIEEPRIFFICEON, RIIMAREES 124 Mrid. R SMRIXEFUNFESIFIT— DR
1I2BY, FEMRRYETXH, ATHMEXDIN, MKEFREEE 124 NMRd. REMAIRE, XBEN. 05,
e E T KEEHA.... LB

(32:53) hundred thousand or maybe even a million and so you have a lot more context a lot
more tokens in history history and you can make a lot better prediction about the next
token in the sequence in that way and finally gpt2 was trained on approximately 100
billion tokens and this is also fairly small by modern standards as I mentioned the fine
web data set that we looked at here the fine web data set has 15 trillion tokens uh so 100
billion is is quite small now uh I actually tried to reproduce uh gpt2 for fun as part of
this project

¥, EEfRRE—BH. IUFEESH LT, ESHNHERE, KR UEFHTUNEFES R T— M5
1B &g, GPT - 2 BEAY 1000 2 ™MFic E#HITINZRY, RIBIMAATAE, XWBEZ/), ENFKTERIRY, i
XEEW Fine Web BIEEHE 15 H1Z2MFiE, Frll 1000 {Z2EH/ N, FRLE, FHEAXDUM n.c B
N—&B5, ATHR=HEIMT GPT - 2

(33:24) called lm. C so you can see my rup of doing that in this post on GitHub under the
Im. C repository so in particular the cost of training gpd2 in 2019 what was estimated to
be approximately $40,000 but today you can do significantly better than that and in
particular here it took about one day and about $600 uh but this wasn't even trying too
hard I think you could really bring this down to about $100 today now why is it that the

costs have come down so much well number one these data sets have gotten a lot better and
the way we

fREJIATE GitHub £ lm.c BETHIXRXEFEIRE MNIIE. KHIRE 2019 F, % GPT - 2 HIRAK
&It 4 BETT, BUOSIRAIMUBISLEIRFES. FHIREXE, XIETALY—XHEFHM 600 X, EXIE
AEEBINER, HIANNSIRENRILUERARESIALA 100 Et, NHTARATRETXAZIE? £—, XL&
BIEETFIFS T, mAXK]..

(34:01) filter them extract them and prepare them has gotten a lot more refined and so the
data set is of just a lot higher quality so that's one thing but really the biggest
difference is that our computers have gotten much faster in terms of the hardware and
we're going to look at that in a second and also the software for uh running these models
and really squeezing out all all the speed from the hardware as it is possible uh that

software has also gotten much better as as everyone has focused on these models and try to
run them very

fmik, REAVEEBREENANEEMEA, FIUBEENGEES T, X2—HH, BEESRANXGE, ]
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HENNEERETFERST, RN LHIIX—R, MEGTXEEE, ROREEFRENRGTEEF
T, BASNTABEEFTFIEER, HiELE(ETEERR.

(34:30) very quickly now I'm not going to be able to go into the full detail of this gpd2
reproduction and this is a long technical post but I would like to still give you an
intuitive sense for what it looks like to actually train one of these models as a
researcher like what are you looking at and what does it look like what does it feel like
so let me give you a sense of that a little bit okay so this is what it looks like let me
slide this over so what I'm doing here is I'm training a gpt2 model right now and um
what's happening here is that

MERTERANE GPT - 2 EMHFAEAT, XE—RBEKIKANE, BEREZRILFENMREZ—T1EN
—RBMRARKRNGXFE—MEERZ A AN, (REEMA, EBEREAR, RIEWE. ILHMEMBIRHIH,
Y, XMETHET, RIBX MR, RIMEEFTINE—D GPT - 2 HE, XBRENERR...

(35:01) every single line here like this one is one update to the model so remember how
here we are um basically making the prediction better for every one of these tokens and we
are updating these weights or parameters of the neural net so here every single line is
One update to the neural network where we change its parameters by a little bit so that it
is better at predicting next token and sequence in particular every single line here is
improving the prediction on 1 million tokens in the training set so we've basically taken
1 million tokens

XBHE—1T, REX—1T, BEWERN—REF. TRERITIXEEA LEASMULICHTN, FASH
HEMBHNEF ST ? FAIUAXENE—TEHENHEMEN—REH, BITNESHHIT IR, FHEM
MEF R F— MACH RIS ET. BRISXBHNE—(THESCHIIISES 100 FMTEHTEN, AN
EARFMINGEFRIEET 100 MR

(35:39) out of this data set and we've tried to improve the prediction of that token as
coming next in a sequence on all 1 million of them simultaneously and at every single one
of these steps we are making an update to the network for that now the number to watch
closely is this number called loss and the loss is a single number that is telling you how
well your neural network is performing right now and it is created so that low loss is
good so you'll see that the loss is decreasing as we make more updates to the neural
HiAERESHTX 100 A MIZERFIF T—PHIMBTN, Z8— " XENTEHR, RITHBEAXTENE
M, MESEBYXINHFEXI DU “HBK” (loss) HHF, MEARB—1TRE—HNEF, EERIFTRHSE
M4E B BRI, REMMNBIRKHELTF, PRUMFEREDR, BERITHEMEHTESHNER, RKE
T,

(36:13) nut which corresponds to making better predictions on the next token in a sequence
and so the loss is the number that you are watching as a neural network researcher and you
are kind of waiting you're twiddling your thumbs uh you're drinking coffee and you're
making sure that this looks good so that with every update your loss is improving and the
network is getting better at prediction now here you see that we are processing 1 million
tokens per update each update takes about 7 Seconds roughly and here we are going to
process

XFENFI P T — MRS ME BTN, PR —RBEMERAEAL, RERBIRE X FRT. (T
E1F, TAESE, BEMSE, MER—VIEERES, XFEERERN, MIRKHETIE, MENFTUNEIBER
Bo MEMAINEER], RIS XEHLIE 100 5 MMFE, BREFARATE 7 ¥, HME2HERE...
(36:44) a total of 32,000 steps of optimization so 32,000 steps with 1 million tokens each
is about 33 billion tokens that we are going to process and we're currently only about 420
step 20 out of 32,000 so we are still only a bit more than 1% done because I've only been
running this for 10 or 15 minutes or something like that now every 20 steps I have
configured this optimization to do inference so what you're seeing here is the model is
predicting the next token in a sequence and so you sort of start it randomly and then you
continue

B3t 32000 Fifb. PR 32000 %, S AIE 100 A MMRIE, ANELIE 330 Z27MRiE. HIBRIF#HITE
32000 THH 420 TEA, FIUEINIRTRT 1% 2—xR, BARFSTTARY 10 B) 15 9. WE, HiK
Bf 20 F#HT—XHE, FAUREXERINNERAEETNFEFIFIT— MRS (REX EEMNAR, AE%H%
2 —

(37:20) plugging in the tokens so we're running this inference step and this is the model
sort of predicting the next token in the sequence and every time you see something appear
that's a new token um so let's just look at this and you can see that this is not yet very
coherent and keep in mind that this is only 1% of the way through training and so the

model is not yet very good at predicting the next token in the sequence so what comes out
is actually kind of a little bit of gibberish right but it still has a little bit of like

BWAMRC. HMESITXMEESE, XRREETMUFIFHNT—MRE. SRMEINERELR, BUE—1T
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HETIC. HITREEXD, MAUEICEARRER, FidE, XFiET 1% FAMUEEERKERKINE

(37:49) local coherence so since she is mine it's a part of the information should discuss
my father great companions Gordon showed me sitting over at and Etc so I know it doesn't
look very good but let's actually scroll up and see what it looked like when I started the
optimization so all the way here at step one so after 20 steps of optimization you see
that what we're getting here is looks completely random and of course that's because the
model has only had 20 updates to its parameters and so it's giving you random text because
it's a

BERRERME, 80 “since she is mine it's a part of the information should discuss my
father great companions Gordon showed me sitting over at and Etc”, HEALEXELHRKFAF, BE
A LR EERCFRNETAET. BE—FTXE, £33 20 FHE, MAUEIRNERNNEAERERT
LMV, 42, XRRANRENERHAEHT 20 X, FIUABHITRHNEBIIXE, RATE— D

(38:24) random Network and so you can see that at least in comparison to this model is
starting to do much better and indeed if we waited the entire 32,000 steps the model will
have improved the point that it's actually uh generating fairly coherent English uh and
the tokens stream correctly um and uh they they kind of make up English a a lot better um
so this has to run for about a day or two more now and so uh at this stage we just make
sure that the loss is decreasing everything is looking good um and we just have to wait
X TRENHMSE, PRUREIINESR], Btz T, XMEREVEZARB THEHRD, Lk, MNRENTH
L8 32000 Fillg, RERRIRADEBEMBZIERRIE, MCREREBRTIR, AEERNEELIEM
B, BEXMIGEREBSITAB—AR, EXTHE, RINIAFTHERKERETRE, —EERER, A
AT OEFR.

(38:58) and now um let me turn now to the um story of the computation that's required
because of course I'm not running this optimization on my laptop that would be way too
expensive uh because we have to run this neural network and we have to improve it and we
have we need all this data and so on so you can't run this too well on your computer uh
because the network is just too large uh so all of this is running on the computer that is
out there in the cloud and I want to basically address the compute side of the store of
training these models and

WME, FRFHNGFRRITERFEXNER. S5, BFREECAERM ESTXMUEEE, EABKNAK
K7 HMNBEITHENSE, EXHH#ITRL, TREASHIEES, BRIRATERIFHAEXLEES, RN
EEAKRT . P, PREXEREREERHRNITEN L#TH, RESAHHIGXEER TR R RS R
1B, ARz

(39:29) what that looks like so let's take a look okay so the computer that I'm running
this optimization on is this 8X h1l00 node so there are eight h1l00s in a single node or a
single computer now I am renting this computer and it is somewhere in the cloud I'm not
sure where it is physically actually the place I like to rent from is called Lambda but
there are many other companies who provide this service so when you scroll down you can
see that uh they have some on demand pricing for um sort of computers that have these uh
XRERN—FER, RIBRER. RARSTXMULOTENE 8X h100 &, taes, e samns
BitENHE 8 1 h1eo, HETXEITEN, EARBNEN S, RESHABFRENKMEMUE, HEH
FIFEEW Lambda, FIEBREZEMARBRMXMIRS. M TEMRE, FEED, WFREXLE..
(40:02) hl1l00s which are gpus and I'm going to show you what they look like in a second but
on demand 8times Nvidia h100 uh GPU this machine comes for $3 per GPU per hour for example
so you can rent these and then you get a machine in a cloud and you can uh go in and you
can train these models and these uh gpus they look like this so this is one h100 GPU uh
this is kind of what it looks 1like and you slot this into your computer and gpus are this
uh perfect fit for training your networks because they are very computationally expensive
but they

h100 (Ef12EGPU) RIITEMN, MINERFEMNIRS. i, RFHEMABRIEHX100 GPURIHEE, BIRGPUE/)
B B35 TT, RATEAXERE, REETHRG—aVEE, #MELEIIGEE, XEGPUKXRE, XME—
1h100 GPU, ABIMEXTEF, MMBERIITENE, GPUIEBERIIGMLE, RABAINILITEERK, ..
(40:39) display a lot of parallelism in the computation so you can have many independent
workers kind of um working all at the same time in solving uh the matrix multiplication
that's under the hood of training these neural networks so this is just one of these h100s
but actually you would put them you would put multiple of them together so you could stack
eight of them into a single node and then you can stack multiple nodes into an entire data
center or an entire system so when we look at a data center can't spell when we look at a

EfFETESEP RN HERNHITE, P, FEILULESRIMNERTENIE, EREIGHEMEE
[ERRERTEE TR, XREHEP—1h100, KERLE, (FREBZTh100AGE—IE, L8 T h100HER— TR
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, AEEIEZ I TRASH — T TEBNBIEROHEDNRS. SRINEF—THERL BERIR, N
A“center”) , HENTME....

(41:15) data center we start to see things that look like this right so we have one GPU
goes to eight gpus goes to a single system goes to many systems and so these are the
bigger data centers and there of course would be much much more expensive um and what's
happening is that all the big tech companies really desire these gpus so they can train
all these language models because they are so powerful and that has is fundamentally what
has driven the stock price of Nvidia to be $3.

—PNUEFROR, HENNSBDNECOXFRIER, JIE? A—1 GPU §EEl 8 1 GPU, BEIEMRS, ARV E
H2NRY, XERBEANKIEDRD, ENNRAEAESTS. KRERE, IERERKABEIEEBLRT
EXLE GPU, XHEEMTREEEIIGBMIBESRE, EJ GPU ThEEE K. MIEER LW, XEtZHNREKRNAT]
3u

(41:42) 4 trillion today as an example and why Nvidia has kind of exploded so this is the
Gold Rush the Gold Rush is getting the gpus getting enough of them so they can all
collaborate to perform this optimization and they're what are they all doing they're all
collaborating to predict the next token on a data set like the fine web data set this is
the computational workflow that that basically is extremely expensive the more gpus you
have the more tokens you can try to predict and improve on and you're going to process
this data set faster and you can iterate

MH1ZETAG, ZBREGEERNMANRR. XMEE—178EH, AREEZEIRE GPU, RAJEZIGE]
T, XEMEDRFHI TR TIEEMA L ? ENTEENRIIE, £ Fine Web HIBSEXEEAILIE
& EFNT—Mrid. XMBIHTELERE, RAFEETR. BB GPU #%, mieeZidFuNMSuHE SR
18, MIBHIEENEREMREIR, EREE FREMHITIE.

(42:15) faster and get a bigger Network and train a bigger Network and so on so this is
what all those machines are look like are uh are doing and this is why all of this is such
a big deal and for example this is a article from like about a month ago or so this is why
it's a big deal that for example Elon Musk is getting 100,000 gpus uh in a single Data
Center and all of these gpus are extremely expensive are going to take a ton of power and
all of them are just trying to predict the next token in the sequence and improve
BEIRMZEIINGEARMENNEEE, XEBLEY S ETMNES, XUEATLAX—INREE, flf, X
HN—TABE—RBXERT, KE - BfRE2MUEFOEE 10 51 GPU, XARZE/NE, XL GPU HRES
7, HEEEXK, SEHESHINFFFNT—DRE, HimuH. ..

(42:46) the network uh by doing so and uh get probably a lot more coherent text than what
we're seeing here a lot faster okay so unfortunately I do not have a couple 10 or hundred
million of dollars to spend on training a really big model like this but luckily we can
turn to some big tech companies who train these models routinely and release some of them
once they are done training so they've spent a huge amount of compute to train this
network and they release the network at the end of the optimization so it's very useful
because

M, B, ATRERLRMNAEEINERMEREMERNXAR, BERE, HEE/NTAEELCZETR
NERE—DAREER, BTHE, RITTUGES—LERERRATNRR, XERTZEIIGXLERE, gk
TEREREBEP—ED. MWIHRATAENITERFRIIGME, HERCERERHEME, XEEEMH,
o

(43:16) they've done a lot of compute for that so there are many companies who train these
models routinely but actually not many of them release uh these what's called base models
so the model that comes out at the end here is is what's called a base model what is a
base model it's a token simulator right it's an internet text token simulator and so that
is not by itself useful yet because what we want is what's called an assistant we want to
ask questions and have it respond to answers these models won't do that they just uh
Ccreate sort

T AL#HIT T KENITETIE, B RES/FALBIIGXLER, BXML, BOERRRAHBPMENEMIRE,
RAYIGERNIELHSEMIEL, +TASEMRIE ? ER—MRCERIER, AR LEE—DEBRRMXAIRICED
2. MEKXFME, EERTAEGAL, RARIMTEENZE—TBF, RINFLEATRAHFEIEE, mXL
REHRR], ENRE . ER—LEAELL...

(43:46) of remixes of the internet they dream internet pages so the base models are not
very often released because they're kind of just only a step one of a few other steps that
we still need to take to get in system however a few releases have been made so as an
example the gbt2 model released the 1.6 billion sorry 1.

EBRMASHESAS, GEE 08" ERMAE. FIAERBREATEEAE, BACISRITMERITRRS
FIRNEN T BRNE—F, 72, ERE—LEMERWMART. G, GPT - 2 EELET 16 12 (EF,
RZH 15 1Z) s
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(44:08) 5 billion model back in 2019 and this gpt2 model is a base model now what is a
model release what does it look like to release these models so this is the gpt2
repository on GitHub well you need two things basically to release model number one we
need the um python code usually that describes the sequence of operations in detail that
they make in their model so um if you remember back this Transformer the sequence of steps
that are taken here in this neural network is what is being described by this code so this
code is sort of implementing the

2019 FRMH 15 ZBHIRE, X GPT - 2 RERE—DEMEE, ME, TARKERMIE ? KAHXLER
BB AEFRIE ? XE GitHub £ GPT - 2 B, BEAL, RGRAEFTERFRAE. £—, RITEES
Python fXf3, Ei¥4HfEM 7R PRIRIES I, FiCFXD Transformer 13 ? #HEMLE PRI —RIIS R
AR XEAHERE, FAUXERABEREMEE LRI T ...

(44:47) what's called forward pass of this neural network so we need the specific details
of exactly how they wired up that neural network so this is just computer code and it's
usually just a couple hundred lines of code it's not it's not that crazy and uh this is
all fairly understandable and usually fairly standard what's not standard are the
parameters that's where the actual value is what are the parameters of this neural network
because there's 1.

MHEMLHPTIBRIAE TR, RITFTERY) T B IRNEEEX MREMEZH B AAT, XREITENAD,
BERE/NLET, BBLEH, MABLREZIER, BEHEINE, THENESH, SHTREEENENED
o RTHEMBZNBHEMLE?EARE L.

(45:11) 6 billion of them and we need the correct setting or a really good setting and so
that's why in addition to this source code they release the parameters which in this case
is roughly 1.5 billion parameters and these are just numbers so it's one single list of
1.5 billion numbers the precise and good setting of all the knobs such that the tokens
come out well so uh you need those two things to get a base model release now gpt2 was
released but that's actually a fairly old model as I mentioned so actually the model we're
60 ZTEH, RINFEERMHEIFEFNSHIGE, XMENTARTIRAE, tTERLHSE, X6
Fh, KAE 15 27088, XLEREHTF, 213 15 CTHFNIIR, BrrESBrvEHnRIERNIG
B, BERICERMRET. P, BAH—TEMER, (REEXFWIFRME. WE GPT - 2 BE%%H 7T, BIEM
BIRFN, EXRMFER—THEISENEE, KL, RIETREFNEER. ..

(45:46) going to turn to is called llama 3 and that's the one that I would like to show
you next so llama 3 so gpt2 again was 1.6 billion parameters trained on 100 billion tokens
Lama 3 is a much bigger model and much more modern model it is released and trained by
meta and it is a 45 billion parameter model trained on 15 trillion tokens in very much the
same way just much much bigger um and meta has also made a release of llama 3 and that was
part of this paper so with this paper that goes into a lot of detail the biggest base
model

Llama 3, XMERHETRELRETHN, Llama 3, GPT - 2 B 16 {Z78#, £ 1000 Z2Mri2 L T
%, Llama 3 B—MAGZLEENANRE, B Meta XFHIL, BEF 450 Z1MEH, £ 15 BHIZMFiEL
BT, WEARABHER, RERMEKREZ, Meta LA T Llama 3, XEEXIEXFPENB. EXFEIFHA
MIEXH, mAREMEE...

(46:23) that they released is the Lama 3.1 4.5 405 billion parameter model so this is the
base model and then in addition to the base model you see here foreshadowing for later
sections of the video they also released the instruct model and the instruct means that
this is an assistant you can ask it questions and it will give you answers we still have
yet to cover that part later for now let's just look at this base model this token
simulator and let's play with it and try to think about you know what is this thing and
how does it work and

E Llama 3.1, & 4050 ZPMESHMEE, XMEEMER, RTEMERE, MAIUEXENUIEENRNS
BTRTRE, IIERRTESEE, “instruct” BEREXEZE—1BF, MAIUEERR, ERAHEE. i
HEBHXMBIAS, RERNABEXNEMER, XMRCEKELIE, Knte, BE-TEIERMH2, BN
TR, UKo

(46:54) um what do we get at the end of this optimization if you let this run Until the
End uh for a very big neural network on a lot of data so my favorite place to interact

with the base models is this um company called hyperbolic which is basically serving the
base model of the 405b Llama 3.

MR NMERBHIE LG ABEHENE—ESIT T E, MEERERNERDIMNL. BREERSEMRE#H
IRXRENFER—RW Hyperbolic HWRE], TRt 4050 {Z8HH Llama 3 EEEARS.

(47:13) 1 so when you go to the website and I think you may have to register and so on

make sure that in the models make sure that you are using llama 3.1 405 billion base it
must be the base model and then here let's say the max tokens is how many tokens we're
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going to be gener rating so let's just decrease this to be a bit less just so we don't
waste compute we just want the next 128 tokens and leave the other stuff alone I'm not
going to go into the full detail here um now fundamentally what's going to happen here is
identical to what happens here during inference

PR RIAERX DML, FAARARERE M KN, EREEDHR, BRIMEFNZE Llama 3.1 4050 1258
HHEMIEL, KASEMRE, REXE, Ri& “max tokens” RLNEMNEBLEMNIMCHE, HINEBCRN—
B, EERAREHRITERR, BIMNRBBZE TR 128 Mrid, EMEEFRIFFE. XEBRMTIEAHT. M
BALN, XERENSFENHELIZZE /Y,

(47:43) for us so this is just going to continue the token sequence of whatever you prefix
you're going to give it so I want to first show you that this model here is not yet an
assistant so you can for example ask it what is 2 plus 2 it's not going to tell you oh
it's four uh what else can I help you with it's not going to do that because what is 2
plus 2 is going to be tokenized and then those tokens just act as a prefix and then what
the model is going to do now is just going to get the probability for the next token and
it's just a glorified

MNFENEKGR, ERESRIBREANTISHEEENITICFT. HALILMEEXMERZERZE— BT . i,
fREE 2 M 2 FFZD, ERREER ‘B, FF 4, EBEFHLRIUIEMCHE", EAH “2 m 2 FFZL7
2WIRIEL, ARXERICRZFERFIR, BT RELEHNUBRINT—MrCHER, EELHE— N EERR

(48:12) autocomplete it's a very very expensive autocomplete of what comes next um
depending on the statistics of what it saw in its training documents which are basically
web pages so let's just uh hit enter to see what tokens it comes up with as a continuation
okay so here it kind of actually answered the question and started to go off into some
philosophical territory uh let's try it again so let me copy and paste and let's try again
from scratch what is 2 plus two so okay so it just goes off again so notice one more thing
that I want to

Hohihehae, RE—MMRERRNEmETIE, RIBEFIINGXE (BARLEMR) PEINFIHEERTTN
ETREAR. BARNAEREER, EEECREEEMMTAMNC. 7Y, EEXEXRERE TR, AEX
FHAEE —LEHZIHENAS. BRITBR—R, HBRAEFREL—T, EFARER. 2 1 2 FFFL724%F
B, EXAREEERT. 5, HEEER—R.

(48:51) stress is that the system uh I think every time you put it in it just kind of
starts from scratch so it doesn't uh the system here is stochastic so for the same prefix
of tokens we're always getting a different answer and the reason for that is that we get
this probity distribution and we sample from it and we always get different samples and we
sort of always go into a different territory uh afterwards so here in this case um I don't
know what this is let's try one more time so it just continues on so it's just doing the
stuff that it's saw on

XNRG, HREEXMANES, BLFHREBMELFR, XTRFEEMENA, PR FHEERREHES, Ki18R
FRNBRBL—H, REZSHMBBERIMHITRE, SARENEREBRE, 2EREHAATRBNAR,
XMERT, BRHMEXZE M2, HIBH—K ©HERHEXE, ERREESCELKN LEEINANE. ..
(49:26) the internet right um and it's just kind of like regurgitating those uh
statistical patterns so first things it's not an assistant yet it's a token autocomplete
and second it is a stochastic system now the crucial thing is that even though this model
is not yet by itself very useful for a lot of applications just yet um it is still very
useful because in the task of predicting the next token in the sequence the model has
learned a lot about the world and it has stored all that knowledge in the parameters of
the network so remember that our text

MIE, EREAEEEPLERIHER. B, EEFRE—1TBF, RE—TrcBat2IR ; HR, ER— Tk
R, XRET, REXMREBRIASNRENARKERZHFER, BENABRANME. BAETRUFS
PR —MRCHESIRESR, REFHTRS X FTHANNIR, HHXLEMRAEFEENSNSHD, 2F, &RIIB

(50:04) looked like this right internet web pages and now all of this is sort of
compressed in the weights of the network so you can think of um these 405 billion
parameters is a kind of compression of the internet you can think of the 45 billion
parameters is kind of like a zip file uh but it's not a loss less compression it's a loss
C compression we're kind of like left with kind of a gal of the internet and we can
generate from it right now we can elicit some of this knowledge by prompting the base
model uh accordingly so for example

MEXE, RERKMMRAZR, MIEAREXEERERST WEHNEP, RAILIEX 4050 ZMSHEFEN
EEXMIBR—FESE, 450 2P BBERG—TEEXNE, EXTELHES, MEERES. HKNEEKMAPREN
T—EOAA, WEJLEIEREERREIRERE | HEPR—LERIR, Fl....
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(50:38) here's a prompt that might work to elicit some of that knowledge that's hiding in
the parameters here's my top 10 list of the top landmarks to see in the pairs um and I'm
doing it this way because I'm trying to Prime the model to now continue this list so let's
see if that works when I press enter okay so you see that it started a list and it's now
kind of giving me some of those landmarks and now notice that it's trying to give a lot of
information here now you might not be able to actually fully trust some of the information
here

XEE—MET, AR5 HREBESHFN—LMIR | “RIIH T ER+RUEHIR . HXEFEMENT 5 SR
EEIHXNER, HNZEAFEREEREEEN. HH, RBEEHRINERT, NEELRTHR Lty I8, €
EXBHELHESER. WE, FrIETETLBEEXEN—LER..

(51:11) remember that this is all just a recollection of some of the internet documents
and so the things that occur very frequently in the internet data are probably more likely
to be remembered correctly compared to things that happen very infrequently so you can't
fully trust some of the things that and some of the information that is here because it's
all just a vague recollection of Internet documents because the information is not stored
explicitly in any of the parameters it's all just the recollection that said we did get
ZicE, XEFRIZN—EEEMXEHEIZ, FIASEOHINASEL, EERERNSETMELINANETES
AIREMRIEFAICE. FRIMURTEEST2MEXEN—LRBTNER, EAXLHRIZNERMMILEMENIZ. S35
BRERBEFEEEASHRP, AR—MEIZ. REML, HITHEF[HT ...

(51:39) something that is probably approximately correct and I don't actually have the
expertise to verify that this is roughly correct but you see that we've elicited a lot of
the knowledge of the model and this knowledge is not precise and exact this knowledge is
vague and probabilistic and statistical and the kinds of things that occur often are the
kinds of things that are more likely to be remembered um in the model now I want to show
you a few more examples of this model's Behavior the first thing I want to show you is
this example I went to

—ERREAKERNANS. BERLEEERWHIRGEXLEE T ABUER, BIReIUERRI5|IETEREENES
iR, XLEHIRFHAIERH, SR, SIRENNRITMEN, E&EEH, ZEHMNAETEGAERICE. ATHK
BRI MERITANEZGF. RBA/MRBINE—HFE, HiFNT

(52:08) the Wikipedia page for zebra and let me just copy paste the first uh even one
sentence here and let me put it here now when I click enter what kind of uh completion are
we going to get so let me just hit enter there are three living species etc etc what the
model is producing here is an exact regurgitation of this Wikipedia entry it is reciting
this Wikipedia entry purely from memory and this memory is stored in its parameters and so
it is possible that at some point in these 512 tokens the model will uh stray away from
the Wikipedia entry but

ROMEEFHNE, REXENE—DIEEFMIEER, AEREXE, HERSERER, BEREITLE
NHERB. HEOER, EET “B=MINFYHSFE", REEXERHIART2ENXMMERRIZEN
5, cAREECIZERIMEEAREKE, MXLZZEHEEENEHP. FAUEX 512 MRSHE
h, RETREEREAEENEE, ...

(52:46) you can see that it has huge chunks of it memorized here uh let me see for example
if this sentence occurs by now okay so this so we're still on track let me check here okay
we're still on track it will eventually uh stray away okay so this thing is just recited
to a very large extent it will eventually deviate uh because it won't be able to remember
exactly now the reason that this happens is because these models can be extremely good at
memorization and usually this is not what you want in the final model and
REAIABRECRETRA—HOINE. HEE, HNFMEXMIFEREEINT . FH, EEEMN L, BERE—
T, 1769, MAEH. BERLARE. CERARE LHNSESR, RASHIEE, ENCTIMERS #iEt
B, EMEREENFRER, XLELOTIZENTEIERE, BENXTERAENFRALONR, MH....
(53:20) this is something called regurgitation and it's usually undesirable to site uh
things uh directly uh that you have trained on now the reason that this happens actually
is because for a lot of documents like for example Wikipedia when these documents are
deemed to be of very high quality as a source like for example Wikipedia it is very often
uh the case that when you train the model you will preferentially sample from those
sources so basically the model has probably done a few epochs on this data meaning that it
has seen this web page

XA “HIRT MR, B BIGSIEPHIRNSBERERRITEEN, XMBERLENERRERRZ, ¥FRS
XHY, HANERER, YXETREANSSRENIIERN, ISR, BEAMt XL RRERERIE
FRAEAR b, BEETREEXEHIE LINET IMER, XRKEEESX M.

(53:51) like maybe probably 10 times or so and it's a bit like you like when you read some
kind of a text many many times say you read something a 100 times uh then you'll be able
to recite it and it's very similar for this model if it sees something way too often it's
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going to be able to recite it later from memory except these models can be a lot more
efficient um like per presentation than human so probably it's only seen this Wikipedia
entry 10 times but basically it has remembered this article exactly in its parameters okay
the next thing I

A} 10 KAEB, FERBRIMMR EFAE—RXE, INRMRET 100 R, ARMMETRE T, X MERENR
HWEAL, MREMEEINEFRA, 2EMERICIZERER, RAFEXEEREIRIZFEAREALESN.
AREEREIXMERREKE 10 X, EEALECERKEXBXELBMICETEHF. FH, FETRK..
(54:18) want to show you is something that the model has definitely not seen during its
training so for example if we go to the paper uh and then we navigate to the pre -
training data we'll see here that uh the data set has a knowledge cut off until the end of
2023 so it will not have seen documents after this point and certainly it has not seen
anything about the 2024 election and how it turned out now if we Prime the model with the
tokens from the future it will continue the token sequence and it will just take its best
guess according to the

RAMBET—LEEETIIFIRFEERAINANS. Fl, MRRNEEXRIEN, AEHRITUIGHIETD,
EMNaRNXENHEEMIRELLER] 2023 FE, FAXEERIIXMNERZEHNXE, SAMEIEXTF 2024
FRBEREERNEARNS, T, NRBIBARKIITICHKS |SRE, ERURSEERIFIEFS, FHiRIE..
(54:52) knowledge that it has in its own parameters so let's take a look at what that
could look like so the Republican Party kit Trump okay president of the United States from
2017 and let's see what it says after this point so for example the model will have to
guess at the running mate and who it's against Etc so let's hit enter so here thingss that
Mike Pence was the running mate instead of JD Vance and the ticket was against Hillary
Clinton and Tim Kane so this is kind of a interesting parallel universe potentially of
what could have happened

EESSHPNAIRHTRERN. HMREEXSRHAEN, "HANTEENGERE, 2017 FEEEXERS
gt", BINBEZEERR N4, fit, RELTFENRENHEURNFES, RiTZREER XEEBTER « &
HrRZRIF, TMAE ID - Hf, RENFERIE - mMIHFE - P8, XERRE—EBNFITFH,
BT AR R ERE ..o

(55:26) happened according to the LM let's get a different sample so the identical prompt
and let's resample so here the running mate was Ronda santis and they ran against Joe
Biden and Camala Harris so this is again a different parallel universe so the model will
take educated guesses and it will continue the token sequence based on this knowledge um
and it will just kind of like all of what we're seeing here is what's called hallucination
the model is just taking its best guess uh in a probalistic manner the next thing I

RIBES RN, HMNBR—TRNEE, BERNRTEFRRF. XEETRENHETR - BRFH,
BN FRETT - FEMFIBH - BEH. XNB—TFENFITFH. AURESHITERENHN, FHRIEX
LRNRB S E RATIEFET . BAEXEBRFMERBEEINA 05", REQZLBRASNHTRER, &

(55:57) would like to show you is that even though this is a base model and not yet an
assistant model it can still be utilized in Practical applications if you are clever with
your prompt design so here's something that we would call a few shot prompt so what it is
here is that I have 10 words or 10 pairs and each pair is a word of English column and
then a the translation in Korean and we have 10 of them and what the model does here is at
the end we have teacher column and then here's where we're going to do a completion of say
just five tokens and

BAMTETHE, MEXZE—EMERE, EAEBFERE, BIRRGYIGIHRT, SRR FEMFEA,
XBEE—NEINR A “DERRETR” B6F. &E 10 MNRE 10 }8[E, SHF— 1 REX$E, 5—
EXNMAFIERE, H 10 X, REEXBEEMHNE, EREE— “teacher” 7, HINEXERTH 5 MR
1IBHIE K.

(56:32) these models have what we call in context learning abilities and what that's
referring to is that as it is reading this context it is learning sort of in place that
there's some kind of a algorithmic pattern going on in my data and it knows to continue
that pattern and this is called kind of like Inc context learning so it takes on the role
of a translator and when we hit uh completion we see that the teacher translation is Sim
which is correct um and so this is how you can build apps by being clever with your
prompting even though we still

XEBEFHNFAIRN ETXESES, ERERHEENRXN LT, ERMMES), RUENBEREFEEE
MEAEN, HAEHEXMER, XMEMBEN L TXES, MIUEEXEWETEIFNAR, HEMNSETM
BY, F1EER “teacher” HYEHER “Sim”, XZEIEMM, FrL, BIERIMNMERGEMIZE, BdTHHIgIHR
™, WA X EEN BER,

(57:07) just have a base model for now and it relies on what we call this um uh in context
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learning ability and it is done by constructing what's called a few shot prompt okay and
finally I want to show you that there is a clever way to actually instantiate a whole
language model assistant just by prompting and the trick to it is that we're structure a
prompt to look like a web page that is a conversation between a helpful AI assistant and a
human and then the model will continue that conversation so actually to write the prompt I
turned to

EERBTRIPIEN L TXFEIEES, BdWEIFRETREN. FH, RERBLIRBRT—HIHUNAEE, X
BERTMEERAE— T RBENES RS F. KHET, HEE—TRT, LEBEXRG—TWR, BER—1
BEPHIATERBFMALZENNE, ARRESEEX MIHESRSHIT, Kirk, ATEXMER, HKE

(57:39) chat gbt itself which is kind of meta but I told it I want to create an 1lm
assistant but all I have is the base model so can you please write my um uh prompt and
this is what it came up with which is actually quite good so here's a conversation between
an AI assistant and a human the AI assistant is knowledgeable helpful capable of answering
wide variety of questions Etc and then here it's not enough to just give it a sort of
description it works much better if you create this fot prompt so here's a few terms of
human assistant human

ChatGPT A&, XBRTHENER, BREFERBYE—NKESRAENTF, BRIAGEMIER, FRLUEEE
KERT. XEEHRENRE, LfrLbiEdFE. XBES—BRATSEFMALENINE | ATEREEIFIRMN
B RTBA, eBEESMEAFE. ARG, MXAEXFNETREREH, NRIZTEXMNIERET, &
REFRE, XEF/LRALENBFZEAIE. ..

(58:13) assistant and we have uh you know a few turns of conversation and then here at the
end is we're going to be putting the actual query that we like so let me copy paste this
into the base model prompt and now let me do human column and this is where we put our
actual prompt why is the sky blue and uh let's uh run assistant the sky appears blue due
to the phenomenon called R lights scattering etc etc so you see that the base model is
just continuing the sequence but because the sequence looks like this conversation it
takes on that

BF g, REERE, RNERARNEENETINS, FIBXE HIHLEEMERNRTH, WEK
£ “human” 34, XEZRITWALRMERNMS, “NAtLAREREEN", AERITETHF, ERE “XZ=E
EERSEENSETRIUSRNKSS", MAUED, SMERNSEMSERSFY, BEAXMFHIBRLR
BRXEEE, EMAIET .

(58:50) role but it is a little subtle because here it just uh you know it ends the
assistant and then just you know hallucinate Ates the next question by the human Etc so
it'll just continue going on and on uh but you can see that we have sort of accomplished
the task and if you just took this "why is the sky blue" and if we just refresh this and
put it here then of course we don't expect this to work with a base model right we're just
going to who knows what we're going to get okay we're just going to get more questions
okay so this is one way to

XM AR, EXEERMY, RACEMFREELERE, XSREBHARREN T —NIEEFS, MXFE—BEHE
TE. BRAUEDR, BRINEEMEE LR THES. IRMRARRMER “NAAXRZEREGHN” XNEE, Rl
FEEREHAREMEE D, N, HIIFAIEEEMERARITIES, ML ? RIBTOEREIHALE,
ARERAFIEZRELHYNAR, U, XE—HM...

(59:19) create an assistant even though you may only have a base model okay so this is the
kind of brief summary of the things we talked about over the last few minutes now let me
zoom out here and this is kind of like what we've talked about so far we wish to train LM
assistants like chpt we've discussed the first stage of that which is the pre-training
stage and we saw that really what it comes down to is we take Internet documents we break
them up into these tokens these atoms of little text chunks and then we predict token
ENMER B EMRE WRESIZ— MBI FN A E. FH, XRERHENIE/ LD HAITICASHNEESE, WELLRME
—TF, XREBENEFHIHEHANE. BIIFHLINEES ChatGPT XENKBSEREEGF, RITESHETE M
B, BNFINZRMER. FITRIM, XTMEBRIFREEMRSIKINEKMXAY, FENDBREXERE, BRE/XAR
B “RF", SARTUIRIC...

(59:51) sequences using neural networks the output of this entire stage is this base model
it is the setting of The parameters of this network and this base model is basically an
internet document simulator on the token level so it can just uh it can generate token
sequences that have the same kind of like statistics as Internet documents and we saw that
we can use it in some applications but we actually need to do better we want an assistant
we want to be able to ask questions and we want the model to give us answers and so we
need

Fole BIXIMEBRNEHAEEMRE, ERMESHIIRE, XMEMKEEER ER— N EMICEENEEKI
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XASIELIER, FIAEREBERS EBRMXEEERLUGIHFENIREET. BRITELED, ERAE—LNAPE
A, BEFEBRNFBEMSET, RITBE—1TBF, FLEBRCTRAHEIIESE, AUAKNZE...
(1:00:21) to now go into the second stage which is called the post-training stage so we
take our base model our internet document simulator and hand it off to post training so
we're now going to discuss a few ways to do what's called post training of these models
these stages in post training are going to be computationally much less expensive most of
the computational work all of the massive data centers um and all of the sort of heavy
compute and millions of dollars are the pre-training stage but now we go into the slightly
cheaper but

BHABZNMNER, BIEIIGMER. BITSEMER, BRERIEEKFMEEREE, RAFIIKTRT. WEHK]
e —ENXERRHFITEIGNAE. BIIGMEBNITERAEERS, KEIHELE, SEAIREEH
DEGEE. RENTERFRANBBLETHIESE, HEPTIGMNER, EMETHNTHEARNIDME, RIAK
ATHE, E...

(1:00:53) still extremely important stage called post trining where we turn this 1lm model
into an assistant so let's take a look at how we can get our model to not sample internet
documents but to give answers to questions so in other words what we want to do is we want
to start thinking about conversations and these are conversations that can be multi-turn
so so uh there can be multiple turns and they are in the simplest case a conversation

between a human and an assistant and so for example we can imagine the conversation could
look

TAEEEE, XTMERUBFIIGME, EXTMBRRITNKESRERTNPF. BLILKNNEBFNFHILER
FTEREXREEEMXIENE, MERBEERM, RAIER, KNEFHRBEMNE, MEXLEMEFTUARSH
H. EREENERT, RBALXMBFZEFIE, B0, HMTeTUBRXENITETR..

(1:01:22) something like this when a human says "what is 2 plus2" the assistant should re
respond with something like "2 plus 2 is 4" when a human follows up and says "what if it
was star instead of a plus" assistant could respond with something like this um and
similar here this is another example showing that the assistant could also have some kind
of a personality here uh that it's kind of like nice and then here in the third example
I'm showing that when a human is asking for something that we uh don't wish to help with
we can produce what's called

BXEEY D HAZR “2 M0 2 FFZD" B, BIFMZEE “2 0 2 FF 47 BAEER “NRIENSHR
FRESUE”, BIFAIAHELXEFNEE, XEEE—PELHFIF, BRTHFHIUEEMRME, LHINRR
. HE=DHIFH, BET T HALKGR)—LERITTEREIEBHNABE, FHITTULA HAAIEN...

(1:01:49) refusal we can say that we cannot help with that so in other words what we want
to do now is we want to think through how in a system should interact with the human and
we want to program the assistant and Its Behavior in these conversations now because this
is neural networks we're not going to be programming these explicitly in code we're not
going to be able to program the assistant in that way because this is neural networks
everything is done through neural network training on data sets and so because of that we
are going

EEEE, HITTLURTEREER, RAIENR, RMMEEBREZERANIZNASAXERE, HEENBIFEXLE
IHERITRHITHRZ. ATXEZHENS, BINFEERBEXMHITRHEE, RIEUARFH AN FHITHR
12, EANTEHEMER, —EHEEIEHEE LIIGHEMEZRTHT, Hit...

(1:02:17) to be implicitly programming the assistant by creating data sets of
conversations so these are three independent examples of conversations in a data dat set
an actual data set and I'm going to show you examples will be much larger it could have
hundreds of thousands of conversations that are multi- turn very long Etc and would cover
a diverse breath of topics but here I'm only showing three examples but the way this works
basically is uh a assistant is being programmed by example and where is this data coming
from like

BiNEZ@d e EMERIER KRB FHITHRIZ. XERTHEEEEF=MRIUIAMIETSG], KRRVBIESR
BREZ, RIS THR. FERKOME, BEEMAENEH, BERXERETRT =MIF. HEXRRE
=, BhFEIROHITHEIZ. BAXLEHIBEREWER ? thal....

(1:02:47) 2 * 2al 4 same as 2 plus 2 Etc where does that come from this comes from Human
labelers so we will basically give human labelers some conversational context and we will
ask them to um basically give the ideal assistant response in this situation and a human
will write out the ideal response for an assistant in any situation and then we're going
to get the model to basically train on this and to imitate those kinds of responses so the
way this works then is we are going to take our base model which we produced in the preing
stage

“2 %2 M 2 M 2 WEFTF 4" FF, XLERUEREWER ? EMREAFTER. HMNERXERLAETIR
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—LE3HEETX, it IAHEXMER THFNIEREE, AXRFHREEMAER TEFMNIEREE, AEH(]
IHEBITEX LR B TSR, RAXLEERE, PRIUETEANE, FHITHERTETILM EEE R ERREL. ...
(1:03:20) and this base model was trained on internet documents we're now going to take
that data set of internet documents and we're gonna throw it out and we're going to
substitute a new data set and that's going to be a data set of conversations and we're
going to continue training the model on these conversations on this new data set of
conversations and what happens is that the model will very rapidly adjust and will sort of
like learn the statistics of how this assistant responds to human queries and then later
during inference

XPNEMIEEZE R M B, MERNESFITERMMEEIES, B—THEESERAE, X1
IR EREIEHIESE. BITHEXTIHNMESIBE MR, XE—FR, BEXRRFAE, HERF
SIBFUEIEIN AT WHNR IR, ARTELENHELRER...

(1:03:48) we'll be able to basically um Prime the assistant and get the response and it
will be imitating what the humans will human labelers would do in that situation if that
makes sense so we're going to see examples of that and this is going to become bit more
concrete I also wanted to mention that this post-training stage we're going to basically
just continue training the model but um the pre-training stage can in practice take
roughly three months of training on many thousands of computers the post-training stage
will typically

BRINEAR LRI USRI FA RN, MBESRBARITERTRMER TOME, NRXEERGERIE. )
SEIMEXNGF, XERBEAF—L, REERD), TRIIGHER, RINERLRIBRENGER, BEMIIK
MERSCRR L ATRER BN T it BN LIEE RN ="ANREHITIIIEG, MEIINGNERES...

(1:04:17) be much shorter like 3 hours for example um and that's because the data set of
conversations that we're going to create here manually is much much smaller than the data
set of text on the internet and so this training will be very short but fundamentally
we're just going to take our base model we're going to continue training using the exact
same algorithm the exact same everything except we're swapping out the data set for
conversations so the questions now are what are these conversations how do we represent
them how do we get the model

RRERFE, WNARAFE 3 M, XREAFNTEXEFoheIBa 3 EBUEE L BB LN XA BEE /MG
%, AU MINERIFERE. BMRELR, RITASEAEMER, FRTSMBERNEESREZ)IE, RTIHHE
EMpFERIER 2, Eth—tIEAE, FAUIERIRERE, XEMERM AN ? BNOERTEN 2 I
A iLAREL. ...

(1:04:47) to see conversations instead of just raw text and then what are the outcomes of
um this kind of training and what do you get in a certain like psychological sense uh when
we talk about the model so let's turn to those questions now so let's start by talking
about the tokenization of conversations everything in these models has to be turned into
tokens because everything is just about token sequences so how do we turn conversations
into token sequences is the question and so for that we need to design some kind of ending
coding and uh

BIFHEMARBREIEXAR ? XMYIGHNEREM A ? GHITHCREN, NEMOBEZEX EH, Hi1EREE
2l ? ML BN TRITXERR, M NEIRSEFmifiE. EXEERG, fERAREBIIRANT
8, AA—YEMEMEFIIE X, FRNEERE, HATNAFERIRATTEFETINE ? Aitt, FIIFEigHEMREL

(1:05:17) this is kind of similar to maybe if you're familiar you don't have to be with
for example the TCP/IP packet in um on the internet there are precise rules and protocols
for how you represent information how everything is structured together so that you have
all this kind of data laid out in a way that is written out on a paper and that everyone
can agree on and so it's the same thing now happening in 1lms we need some kind of data
structures and we need to have some rules around how these data structures like
conversations get

XAERELUTF GQIRMEAENE, FRABLEXR) BN LR TCP/IP #iEE, MFNARTER. FABRAN
fAILARE—I, ZEBFHATRUAMMY, XEFFAEXLEHERUA—MEELR L. ARTEEENAREIMEEK, K
BERMPNEHNIUL, RINEEEMIEEN, FAEEESIHEXFNEIBLEMNAE....

(1:05:44) encoded and decoded to and from tokens and so I want to show you now how I would
recreate uh this conversation in the token space so if you go to Tech tokenizer I can take
that conversation and this is how it is represented in uh for the language model so here
we have we are iterating a user and an assistant in this two- turn conversation and what
you're seeing here is it looks ugly but it's actually relatively simple the way it gets
turned into a token sequence here at the end is a little bit complicated but at the end

RIS AR NATICHE — MM, MAERBLIRRTHNAEMICEBPERCIEXERME, WMRIRER Tech
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tokenizer, HAILMMIAXENIE, XMBEAESREPHNRTAR. EXE, HMNEXTAREMEPRE LN
BRMBFHAR. MIEERMNEREERRE R, EXFEEANER, RERERRAGEFINARNERE
&, BRA...

(1:06:18) this conversation between a user and assistant ends up being 49 tokens it is a
one-dimensional sequence of 49 tokens and these are the tokens okay and all the different
1lms will have a slightly different format or protocols and it's a little bit of a wild
west right now but for example GPT 40 does it in the following way you have this special
token called <|im start|> and this is short for <|imaginary monologue start|> then you
have to specify um I don't actually know why it's called that to be honest then you have
to specify
XEAFMBFZENIERALTRT 49 MR, XB—TH 49 MRSHARN—#HF7, XERZEIRE. F
ENKESRESBRMAENRIHNN, REXAFEERG “FEEwE" (LLBUEEL - Fi, GPT 40 BX
FEMEY | B—DMEFRRIARIE <|im start|>, BER <|imaginary monologue start|> WHEE, FAGIRHITE
T YRIE, BWARENTLXLM, ARIRGTIETE o

(1:06:53) whose turn it is so for example "user" which is a token 4 28 then you have
internal monologue separator and then it's the exact question so the tokens of the
question and then you have to close it so <|im end|> the end of the imaginary monologue so
basically the question from a user of "what is 2 plus two" ends up being the token
sequence of these tokens and now the important thing to mention here is that <|im start|>
this is not text right <|im start|> is a special token that gets added it's a new token
and um this token has

WIELRE, il “user”, EXNNMAIFCE 428, ARERERBEDIRR, HESWYIARLE, Wil RAYR
T, ARMLFERE, B <|im end|>, RREMIAENER, FUERE, BAGEE 2 M 2 ST
RATH T XEIRICHRNITIEFS). XEEERRIINE, <|im_start|> XTMFREXE, B ?<|im start|
> B OANNBHARIS, B— 152, MAXTRIE...

(1:07:31) never been trained on so far it is a new token that we create in a post-training
stage and we introduce and so these special tokens like <|im sep|> <|im start|> Etc are
introduced and interspersed with text so that they sort of um get the model to learn that
hey this is a the start of a turn for who is it start of the turn for the start of the
turn is for the user and then this is what the user says and then the user ends and then
it's a new start of a turn and it is by the assistant and then what does the assistant say
well these are the

BEFINIEMKREIS RN, CREIVEENIEM RS | ABFITE. PR <|im sep|>. <|
im_start|> FXEAFHITICHKS I AHEFHEEXAESR, XFETLUHERZ ST, 1B, XR—RMENFR, X—#
BIENIE ? X—REAFNAR, ARXZAFPRNE, ABRAFPHTY, BEENN—RHR, X—REHF
1, REBFHAANE ? XLERE....

(1:08:03) tokens of what the assistant says Etc and so this conversation is not turned
into the sequence of tokens the specific details here are not actually that important all
I'm trying to show you in concrete terms is that our conversations which we think of as
kind of like a structured object end up being turned via some encoding into one-
dimensional sequences of tokens and so because this is one dimensional sequence of tokens
we can apply all the stuff that we applied before now it's just a sequence of tokens and
now we can train a language

BB EIEATIES S, FURBONE RIS ONTERFY, XENEGATER LR FRRAEE, RASBAG
HEIRET, BITANZREMERIIE, RRESEMRELREZIRN—ETEET. BAXE—D—HiTcF
5, FATETUARAZABENFAAS . REERR—MHEFS, RIITUELEISES....

(1:08:33) model on it and so we're just predicting the next token in a sequence uh just
like before and um we can represent and train on conversations and then what does it look
like at test time during inference so say we've trained a model and we've trained a model
on these kinds of data sets of conversations and now we want to inference so during
inference what does this look like when you're on on chash apt well you come to chash apt
and you have say like a dialogue with it and the way this works is basically um say that
this was already

EXNFEH ENGER, FRUBITMERZ I —FNFES RO T — M2, BT URTIEHEE L#TI
%, BAENEE, WRSHEENEREM AR ? RISHEITNET —TMER, HBBEXIIHERIESE L#T
GEY, MTERNEHITHIE, HORMEM ChatGPT #ITHEIRRT B AMRI0E ? M8, fRRE] ChatGPT, MEHITIH

&, HIFAREARELEXEN | RIEEEB T .

(1:09:06) filled in so like "what is 2 plus 2" "2 plus 2 is four" and now you issue "what
if it was times <|im end|>" and what basically ends up happening um on the servers of open
AI or something like that is they put in <|im start|>assistant<|im sep|> and this is where
they end it right here so they construct this context and now they start sampling from the
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model so it's at this stage that they will go to the model and say okay what is a good for
sequence what is a good first token what is a good second token what is a good third token
and this is where the LM

—LEA, e 2 2 FFEH"2 M 2 FF 4", MEMEA “NREFRSE <|im end|>", BERERE
OpenAl HIARSSSRFAELIAIM A LERZE, MITHA <|im start|>assistant<|im sep|>, BEXBLERM
Ao FRMMEAIAEZ T XD ETX, MEMITFBMERARE, BEEX MK, thilcmERME, i,
EHNFIREEN, B—MRSEM A, FoMRCENAY, B MRCEA AT, REX MR, FER

(1:09:38) takes over and creates a response like for example response that looks something
like this but it doesn't have to be identical to this but it will have the flavor of this
if this kind of a conversation was in the data set so um that's roughly how the protocol
Works although the details of this protocol are not important so again my goal is that
just to show you that everything ends up being just a one-dimensional token sequence so we
can apply everything we've already seen but we're now training on conversations and we're
FHRRIEERAHER—TEE, FIMER—TELEXENEE, EFXR—Exe—F, NMRKIEEPELELEXEN
&, BLAERNEERBHRLUBINE, XREARNRIE, BEAXTRENATHAEE. HEXER, HNEN
QERMRET, RA—EHERT —HFEFET ). PRAFITUNARNZE 7 #BEMRERIR, IR IMERKL]
REMIEL#ITIIE, MERE]...

(1:10:09) now uh basically generating conversations as well okay so now I would like to
turn to what these data sets look like in practice the first paper that I would like to
show you and the first effort in this direction is this paper from openai in 2022 and this
paper was called instruct GPT or the technique that they developed and this was the first
time that opena has kind of talked about how you can take language models and fine-tune
them on conversations and so this paper has a number of details that I would like to
MERA EWEEMNE, 7Y, MAEFREHHXERIERELFPER. HBLMETHE-RIEX, HWEE
XPAEENERZR,  OpenAl £ 2022 FRARMN—RIEX, WH (FEH#IE GPT) (instruct GPT) ,
FERBMINF LN —THRAR, XZ OpenAl BRKBVUNEFAESHEEHEMNE LXNEHATHIE. XRIEXTHE
REAT, HA..

(1:10:36) take you through so the first stop I would like to make is in section 3.4 where
they talk about the human contractors that they hired uh in this case from upwork or
through scale AI to uh construct these conversations and so there are human labelers
involved whose job it is professionally to create these conversations and these labelers
are asked to come up with prompts and then they are asked to also complete the ideal
assistant responses and so these are the kinds of prompts that people came up with so
these are human labelers

HBIRTHB—T. REREHNZE 3.4 THRZA, MIEXES K THINEANAINSAR, XEAZBEL
Upwork FHEE Scale Al REHCRMEXLNIEN, XESRBIAFITER, MINIERT WEIEXLE
H, XEATEIRWERIBLRE, ARKEELHIEENEFEE, TERATREN—LEBTE, XLEHEALE
RERRHB....

(1:11:07) so list five ideas for how to regain enthusiasm for my career what are the top
10 science fiction books I should read next and there's many different types of uh kind of
prompts here so translate this sentence from uh to Spanish Etc and so there's many things
here that people came up with they first come up with the prompt and then they also uh
answer that prompt and they give the ideal assistant response now how do they know what is
the ideal assistant response that they should write for these prompts so when we scroll
down a

tegn, FIHAFKEFIREBRENAZE ; BETREOIZIEMNHERLNAEWL, XBEFRSFRLEEMIEM,
B AIEM. e BRERFRIEFIESEE, AMTEHTESXENE-R, tilkRER#R, AREEXLEH, 7
AHIBARMENFEIS, IBAMI)ELMEH KL RBREE A NIRRT EIEIR ? Y31 FARD....
(1:11:36) little bit further we see that here we have this excerpt of labeling
instructions uh that are given to the human labelers so the company that is developing the
language model like for example open AI writes up labeling instructions for how the humans
should create ideal responses and so here for example is an excerpt uh of these kinds of
labeling instruction instructions on High level you're asking people to be helpful
truthful and harmless and you can pause the video if you'd like to see more here but on a
high level basically

BET—=, RIIEXEE—RAASTIRAERATIR, ARIESRENRE, il OperAl, REEHR
AW, ESASMNASIRERNEE, Fli, XEA—RXERIHAITIE, NSELEFRR, MEERANE
RTFBA. BEXAIEELTE, MRMFETRES, sIUEFELN. S26mMsS, EXL..

(1:12:04) just just answer try to be helpful try to be truthful and don't answer questions
that we don't want um kind of the system to handle uh later in chat gbt and so roughly
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speaking the company comes up with the labeling instructions usually they are not this
short usually there are hundreds of pages and people have to study them professionally and
then they write out the ideal assistant responses uh following those labeling instructions
so this is a very human heavy process as it was described in this paper now the data set
for instruct

MEEEREANERSRMEE. RIEEX, MFBERNFHFERSAELE (LLAI7E ChatGPT 1) AIBHYIF)R
FEEZE, KBRS, ARSHEMRINRA, BEXLEHBERSXAEME, FEE/LED, AMIFEZLFIXLE
BEA, ASKRBXLHAEHIEANEFEE. EMeXHrAERr, XE—MANBERENEE, WE, ATE
S#3A GPT (instruct GPT) MYEIREE...

(1:12:35) GPT was never actually released by openi but we do have some open- Source um
reproductions that were're trying to follow this kind of a setup and collect their own
data so one that I'm familiar with for example is the effort of open Assistant from a
while back and this is just one of I think many examples but I just want to show you an
example so here's so these were people on the internet that were asked to basically create
these conversations similar to what um open I did with human labelers and so here's an
entry of a person who

OpenAIl EfREMKEMT, BRIMNE-LFRNESR, EMXEESEELSEFKERSSHEKIE. ki, &
AN — M F2ZAI8 Open Assistant TH, HINAXRABRZHFHRHN—, BREBLIRET—T
X8, BEMEMNAITHERCIZESALITF OpenAl it AFTFRLIENMIE TERE—NANBARA....
(1:13:05) came up with this "BR can you write a short introduction to the relevance of the
term 'manop' uh in economics please use examples Etc" and then the same person or
potentially a different person will write up the response so here's the assistant response
to this and so then the same person or different person will actually write out this ideal
response and then this is an example of maybe how the conversation could continue "explain
it to a dog" and then you can try to come up with a slightly a simpler explanation or
XPMARE “BR, fREEE—R X T ‘manop’ X MAIBELZFFHINE X ERERENEE ? B0 BEEE", AR
E—P ASHETEEFREANAREREE, TEAZBFIXNEENEE, ARE—MAFTENAZEHIERAHN
B%. TEHEMETRESEN—MIF, “BEBRERRA R, ARFITURREH— T EEE—RRR
B, RE..

(1:13:37) something like that now this then becomes the label and we end up training on
this so what happens during training is that um of course we're not going to have a full
coverage of all the possible questions that um the model will encounter at test time
during inference we can't possibly cover all the possible prompts that people are going to
be asking in the future but if we have a like a data set of a few of these examples then
the model during training will start to take on this Persona of this helpful truthful
harmless assistant

EKLHAT. MEXTMEATIRE, RINSRLEXNEEL#ITIIG. TIGIREPRREMTLATE? H34, i
FRREREERENR (H38) MERrTREEINFRERE, BN EBEANERIERENFAE R, B2IR
BIMNE— s —LEXERANSIESE, BARETIGIEPREABREMHINRTIA. EXAIFAELEN
B e,

(1:14:12) and it's all programmed by example and so these are all examples of behavior and
if you have conversations of these example behaviors and you have enough of them like
100,000 and you train on it the model sort of starts to understand the statistical pattern
and it kind of takes on this personality of this assistant now it's possible that when you
get the exact same question like this at test time it's possible that the answer will be
recited as exactly what was in the training set but more likely than that is that the
model will kind of

X—IE @ R HHITRIZA, PRAXLEEREITATE. NRMFERBSXFNFIERA, il 10 B, HiE
XEHIE E#TIIISG, RERSAREZREPNSITHEN, HEXMEE EEMHXTBFOME. WE, R
NSRBI SERNNE, SRETESNIISEFNRL—¥, EEATENERE, R
(1:14:43) like do something of a similar Vibe um and we will understand that this is the
kind of answer that you want um so that's what we're doing we're programming the system um
by example and the system adopts statistically this Persona of this helpful truthful
harmless assistant which is kind of like reflected in the labeling instructions that the
company creates now I want to show you that the state-of-the-art has kind of advanced in
the last 2 or 3 years uh since the instr GPT paper so in particular it's not very common
for

I AEBRRNEE, MENFERIRESRITEAZNERHER, XUSHINETHNESE, BIELTOAXNRR
HITRE, REMFEHEX EETMEXNRTIA. EXAFATENSFHNECRR, XE—EREELRBER
BIRIERREIRBAR, MAEREBEIFIF, BIESHMIAE GPT MIEXARENM=ZFE, KAKFET —EN#HD,
RIRHE, FAELNERZ. .
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(1:15:15) humans to be doing all the heavy lifting just by themselves anymore and that's
because we now have language models and these language models are helping us create these
data sets and conversations so it is very rare that the people will like literally just
write out the response from scratch it is a lot more likely that they will use an existing
1lm to basically like uh come up with an answer and then they will edit it or things like
that so there's many different ways in which now 1llms have started to kind of permeate
this
AXBRLFACTAABEENTET, BARMNAETETESRE, XEESHEEIERREIISIEX LR
EMxiE. REAMBIVET2MNEAARELEE, BEHRENE, MISERRENKEERERER T
%, REBHITRIESELEZE, PRUIIEXESREEEABUSHAENALSER X ..

(1:15:40) posttraining Set uh stack and 1lms are basically used pervasively to help create
these massive data sets of conversations so I don't want to show like Ultra chat is one um
such example of like a more modern data set of conversations it is to a very large extent
synthetic but uh I believe there's some human involvement I could be wrong with that
usually there will be a little bit of human but there will be a huge amount of synthetic
help um and this is all kind of like uh constructed in different ways and Ultra chat is
just

FIEFR TR, KESREH ZATEDSIEXEAMENIERIEE, RABEMKZ, UltraChat SE—
TERANIERIERENAF, ERERAEELREHN, BERIANEFBE—EALENSSE, RIERERH,
BEELEDVBANBE, BLEARNAMIER. KEMEENTRAXETMERE, Ultrachat RE...
(1:16:10) one example of many sft data sets that currently exist and the only thing I want
to show you is that uh these data sets have now millions of conversations uh these
conversations are mostly synthetic but they're probably edited to some extent by humans
and they span a huge diversity of sort of um uh areas and so on so these are fairly
extensive artifacts by now and there's all these like sft mixtures as they're called so
you have a mixture of like lots of different types and sources and it's partially
synthetic partially

BRIRZWEHE (SFT) HEEN—1M0IF. HEEMBETHRE, XEKEENELSHELTIE, XL
FEAZEAHN, BARE—EEELET T AREE, ElIRETEMEHFNTEFE. PRURIIE, XLEHIE
ECLEEEITZNRRT, MEBSMAEN SFT BEHKIESE. MBI RS TREENFRIES, HOE
BRI, 5B

(1:16:41) human and it's kind of like um gone in that direction since uh but roughly
speaking we still have sft data sets they're made up of conversations we're training on
them um just like we did before and uh I guess like the last thing to note is that I want
to dispel a little bit of the magic of talking to an AI like when you go to chat GPT and
you give it a question and then you hit enter uh what is coming back is kind of like
statistically aligned with what's happening in the training set and these training sets I
mean they really just

ATERH, MNBUERMBAEXTAEARET . BREKNR, BIMNABSEMBLIES, SBxEAER, i)
BUAT—HEXERIEE LTI, HBREERENE, HBRFR—LES ATERENENEMWE, NS IRE
FA ChatGPT, MEIRE—MNABARAEHES, RENABEEMZE FR5IIGETNIERI A XM, Tmx
I, ROBBE, SiILFLRR...

(1:17:17) have a seed in humans following labeling instructions so what are you actually
talking to in chat GPT or how should you think about it well it's not coming from some
magical AI like roughly speaking it's coming from something that is statistically
imitating human labelers which comes from labeling instructions written by these companies
and so you're kind of imitating this uh you're kind of getting um it's almost as if you're
asking human labeler and imagine that the answer that is given to you uh from chbt is some
kind of a simulation of a
BEFALKSETERBERNEIE. ABAIRE ChatGPT ALPr E2EFMM LB ? fREIZANEEFER ? HL
EHAZREETHTHWALERE, KBCKEER, EXREBTMARIT EROARIFERNAR, MXERERNNER
BEFRARENINERA. FIARERERERGXTERE, MEINEE, NIMERERNAEFIR, BR—
T, ChatGPT 4AfRMEIE R .

(1:17:48) human labeler uh and it's kind of like asking what would a human labeler say in
this kind of a conversation and uh it's not just like this human labeler is not just like
a random person from the internet because these companies actually hire experts so for
example when you are asking questions about code and so on the human labelers that would
be in um involved in creation of these conversation data sets they will usually be usually
be educated expert people and you're kind of like asking a question of like a simulation
AEIRERRIR, MFEREREXFNINERARINERRR A 20 MEXPAFINEGRHIERB BN LAEE
A, EAXERTEFERBENEER. Fli0, HRERE X ABFAENEN, S50EXENEFHIERIA
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FIRBEERERIEFEENE AL, FREEEE—TEDL...

(1:18:17) of those people if that makes sense so you're not talking to a magical AI you're
talking to an average labeler this average labeler is probably fairly highly skilled but
you're talking to kind of like an instantaneous simulation of that kind of a person that
would be hired uh in the construction of these data sets so let me give you one more
specific example before we move on for example when I go to chpt and I say "recommend the
top five landmarks who see in Paris" and then I hit enter uh okay here we go okay when I
hit enter

X NRVIERUAERR], MIRXFFREHSEBENE, PAURHAREMNSETNATLERNE, MEEN—TEENE
RfiE, XTEBINERAIEEREEESEIE, BIREEN—INSSMEXERIESERN AR IE, 458
2, HEAME—TEANEGIF. thil, HIKE ChatGPT A “HECRNAAXLET" ABEE, i

1, &NEE. SREERE...

(1:18:52) what's coming out here how do I think about it well it's not some kind of a
magical AI that has gone out and researched all the landmarks and then ranked them using
its infinite intelligence Etc what I'm getting is a statistical simulation of a labeler
that was hired by open AI you can think about it roughly in that way and so if this
specific um question is in the posttraining data set somewhere at open aai then I'm very
likely to see an answer that is probably very very similar to what that human labeler
would

HIMBABR B AIE ? HIZMEIERER ? 1B, EFFERMHINALEE, HERK 7B, ARREH
THFHEENEIHTHREE. REFNEXN OpenAl BEEMIRERNAITIRMER, FaIUABXEIER, Fr
B, iR EAEBERE OpenAl WEIIGEIESES, BLARRBAREI TSI MALITEIRAENERIEE
HELHEE....

(1:19:24) have put down for those five landmarks how does the human labeler come up with
this well they go off and they go on the internet and they kind of do their own little
research for 20 minutes and they just come up with a list right now so if they come up
with this list and this is in the data set I'm probably very likely to see what they
submitted as the correct answer from the assistant now if this specific query is not part
of the post training data set then what I'm getting here is a little bit more emergent uh
HFXAKMIT. ABINEIREELEHXNERNE 2?1, MiIeE=ME, € 20 SAaH—LLE /T
%, REFIE—NER. P, MRMIFIETXNERHBCERIEESR, BARBAIRERBFLEENEREM
IR EMER—, NE, NRXMEENTEREGEIINFLIEED, BLEBINEZRNELFNE.....
(1:19:51) because uh the model kind of understands the statistically um the kinds of
landmarks that are in this training set are usually the prominent landmarks the landmarks
that people usually want to see the kinds of landmarks that are usually uh very often
talked about on the internet and remember that the model already has a ton of Knowledge
from its pre-training on the internet so it's probably seen a ton of conversations about
Paris about landmarks about the kinds of things that people like to see and so it's the

RAERE—ERE LN AEER, JISEFITEE2E RN, BANEERESMAIHAR, 25
LA EEERIRROMIT, BidlE, REFEEEMLOMIGIEFELIRR T RENR, FAUERRED

REXFER. XFithtr. XFANEREUNZYRINIE, Pl
(1:20:17) pre-training knowledge that has then combined with the postering data set that
results in this kind of an imitation um so that's uh that's roughly how you can kind of
think about what's happening behind the scenes here in in this statistical sense okay now
I want to turn to the topic of 1lm psychology as I like to call it which is what are sort
of the emergent cognitive effects of the training pipeline that we have for these models
so in particular the first one I want to talk to is of course hallucinations so you might
be familiar
TGRS RIGEIRERE S, a7 XMEBEBRR. L, ABCRE, MNFITFEX L, (RAIUXIFIERRE
ERENSRE, 178, WERBRKEERMZN “KESREOER" NiEH, UHERXERENIIGRIZR™
ELERINATINRIE L, FAFRIART KX HARLI TP, YRATRERT ..
(1:20:50) with model hallucinations it's when 1lms make stuff up they just totally
fabricate information Etc and it's a big problem with 1lm assistants it is a problem that
existed to a large extent with early models uh from many years ago and I think the problem
has gotten a bit better uh because there are some medications that I'm going to go into in
a second for now let's just try to understand where these hallucinations come from so
here's a specific example of a few uh of three conversations that you might think you have
in your
RELTERT R, SHENEXRESEREREENDS. T2EMERFER. XEXNESREPFEFEN—TKIT
B, LEFNSIRMERAREE LREEXMNIA, RIAAXNABAELEREE, RAFT—LHRAE, B
KB, WE, BAGHBERXEITENBERN, XEE—TEAKHF, B=MraseN S HIEIIL
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EPRIFTIE...

(1:21:17) training set and um these are pretty reasonable conversations that you could
imagine being in the training set so like for example "who is Cruz" well "Tom Cruz is an
famous actor American actor and producer Etc" "who is John baraso" this turns out to be a
us senetor for example "who is genis Khan" well "genis Khan was blah blah blah" and so
this is what your conversations could look like at training time now the problem with this
is that when the human is writing the correct answer for the assistant in each one of
these cases uh the human either

XEERILRGIER, FEIMUERENTIIGEF. FIN, ERREK? "7 - RBUE—ELNEEE
RN AFE" ; HENY - BRAER? " ERMUE—(IXESNR ; #EERE - F 252 - F2.. (It
RNAHFTFRERER) "o PRXERIIRISIIERT BRI Fo BEET, HAXAXERRPHNBFREEBESR
B, AEEA.

(1:21:51) like knows who this person is or they research them on the Internet and they
come in and they write this response that kind of has this like confident tone of an
answer and what happens basically is that at test time when you ask for someone who is
this is a totally random name that I totally came up with and I don't think this person
exists um as far as I know I just Tred to generate it randomly the problem is when we ask
"who is Orson kovats" the problem is that the assistant will not just tell you "oh I don't
know" even if the assistant and

HEXNAZE, BAEMEHTIER, ARLHEE, MAREFE—FEEMNES. B4k, ER, SR
— N ER RN, BRSEARFENANATE, MEMERT. kil E2ERK - HEXR"
B, WRETF, BMERF (UKIESHEEARE) HAHHE. HERS, HEHETEH “K" HEMEZE LHEX
TARERHEN, EMHFAREESIFM ‘B, RAME".....

(1:22:20) the language model itself might know inside its features inside its activations
inside of its brain sort of it might know that this person is like not someone that um
that is that it's familiar with even if some part of the network kind of knows that in
some sense the uh saying that "oh I don't know who this is" is is not going to happen
because the model statistically imitates is training set in the training set the questions
of the form "who is blah" are confidently answered with the correct answer and so it's
going to take on the

ENEMENFELERAEREHIEN LFEX—R, BERRNR ‘B, RFMEXZE". RAREENRITE E&RA
S8, DGEEP, HR.." XHEANEREEHERERBEMEEN, FIUESRRA. ..

(1:22:52) style of the answer and it's going to do its best it's going to give you
statistically the most likely guess and it's just going to basically make stuff up because
these models again we just talked about it is they don't have access to the internet
they're not doing research these are statistical token tumblers as I call them uh is just
trying to sample the next token in the sequence and it's going to basically make stuff up
so let's take a look at what this looks like I have here what's called the inference
playground from hugging face

XMEIENE, REAE, MEITFAELHERIERNEN, BEXERMERERENS. RARMGRIINF IR,
XEBRTTELEEERW, EIfIFR2EHMER, RIBEMMASKIHTCERESE, ENREXENERNT—ME
IBHITHNE, ARERLUREREAD. HIKEEXZH 2N, HXEH Hugging Face RVHIEIERIZ....
(1:23:21) and I am on purpose picking on a model called Falcon 7B which is an old model
this is a few years ago now so it's an older model So It suffers from hallucinations and
as I mentioned this has improved over time recently but let's say "who is Orson kovats"
let's ask Falcon 7B instruct run oh yeah "Orson kovat is an American author and science uh
fiction writer" okay this is totally false it's hallucination let's try again these are
statistical systems right so we can resample this time "Orson kovat is a fictional
character from this 1950s TV

BRRIEZET — W Falcon 7B RUIRE, XB—PEERE, B/LFRINT. FAAERFELRERE, ENHKES
B, REXNRRAESEEHNE, BRMKRL, e EREAK - BERK", (17T Falcon 7B BIEDER
TE1TER. B, EEE "B - RERB—UEEERMBLNRR", 78, XTLEHIRN, XMEL%,
BN\ R, XLEBHITRER, W ? FAUBINTEIUAETRTRE, XREH "B - BEXE 20 #E2 50 F£1
—HRREME PR ESEE" ...

(1:23:54) show"it's total BS right let's try again he's a former minor league baseball
player" okay so basically the model doesn't know and it's given us lots of different
answers because it doesn't know it's just kind of like sampling from these probabilities
the model starts with the tokens "who is oron kovats assistant" and then it comes in here
and it's get it's getting these probabilities and it's just sampling from the
probabilities and it just like comes up with stuff and the stuff is actually statistically
consistent with the style
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XSELEALL, MIE? EMEA—X, B “ME—Re/ N NXBENEERE", PAIUER EXMEETHE, EHA
TEINMEZREMER, RATCTHME, EREBMXLBSRPHITEE, EEM “who is oron kovats
assistant” XLEARIEHE, ARTREUXLERR, IEMERDREF, AEMEH—LERNE, MXERNETKHFL
TSt L 5)IGEPHEE KA. ...

(1:24:28) of the answer in its training set and it's just doing that but you and I
experiened it as a madeup factual knowledge but keep in mind that uh the model basically
doesn't know and it's just imitating the format of the answer and it's not going to go off
and look it up uh because it's just imitating again the answer so how can we uh mitigate
this because for example when we go to chat apt and I say "who is oron kovats" and I'm now
asking the stateoftheart state-of-the-art model from open AI this model will tell you "oh
so this model is actually is even

B, CAREXAM. BANRAMESXEEENERR. BB, BREX FETAEN, CREE
REEZENRERR, ERREERER, ANERRERAER. BARNTNAEEXNR-E ? flan, H|ITE
ChatGPT i) “#R 7% - RIRZK” B, HIERRE OpenAl RAHER, XPMERISEHIRMEF "B, Lt
XMEREE... (WAEXFTREEIR, 9FFATR) "

(1:25:01) smarter because you saw very briefly it said "searching the web uh we're going
to cover this later um it's actually trying to do tool use and uh kind of just like came
up with some kind of a story but I want to just who or Kovach did not use any tools I
don't want it to do web search there's a wellknown historical or public figure named or
oron kovats" so this model is not going to make up stuff this model knows that it doesn't
know and it tells you that it doesn't appear to be a person that this model knows so

FERE, AMMIEEZEINCETR "EERRMNSE, RIHESHIIXT. EXMFLERHAEATE, ARKHT
B, BRAEN, BR - HER%X, FECRAETAIE, EFRILTEHITWEER, §—1BNEK - BEX
NELHEHRRAY" . FIAXMREARREANS, XMREMEBCAIE, HASEFFEUFFIAIRX

(1:25:36) somehow we sort of improved hallucinations even though they clearly are an issue
in older models and it makes totally uh sense why you would be getting these kinds of
answers if this is what your training set looks like so how do we fix this okay well
clearly we need some examples in our data set that where the correct answer for the
assistant is that the model doesn't know about some particular fact but we only need to
have those answers be produced in the cases where the model actually doesn't know and so
the question is how

FHEAM, BIE—EREELRXETLHIRRE, RETEEEPXEARNNH, MNRIMMAIIGESXEFRN, B
PFFEIXLEEEMTENEE T . BARIMTNEARRAZNERE ? BHEE, RIFEELUBEFMA—LH)F,
XL FH, BIFMERERBEETHERLERFESEE, BRINIAFTECREEERIENER FEHXEN
B, PTAEIER..

(1:26:05) do we know what the model knows or doesn't know well we can empirically probe
the model to figure that out so let's take a look at for example how meta uh dealt with
hallucinations for the Llama 3 series of models as an example so in this paper that they
published from meta we can go into "hallucinations" which they call here "factuality" and
they describe the procedure by which they basically interrogate the model to figure out
what it knows and doesn't know to figure out sort of like the boundary of its knowledge
and then they

A B R R FE - A HAFE T 20E ? FA TR LUBE STIHRIAR B R FER, FHi1U Meta L&IE Llama 3
RIBRIL AT HBIRE—TFo 1E Meta RRIKEIEXH, RITETUEER “hallucinations” (ffI7EX
BirgR “factuality”, BIELM) XEHRD, MHERT —MAZE, BEXERSESHRERRFFTBEEH
Bfta. FHEMTA, HREENFIRBR, SAFHIT.

(1:26:38) add examples to the training set where for the things where the model doesn't
know them the correct answer is that the model doesn't know them which sounds like a very
easy thing to do in principle but this roughly fixes the issue and the the reason it fixes
the issue is because remember like the model might actually have a pretty good model of
its self knowledge inside the network so remember we looked at the network and all these
neurons inside the network you might imagine that there's a neuron somewhere in the
network that sort of

FEINEFEFRMARF, MFREFIENEE, EHRERURRETE, XERN ENERBEZHE, BXKX
BgRT B, PRI, RRAEIRE, REEMEZNELM LN B SHNAIRE—MEIFR “IA

"o FIBERMNEINMEURMEFHFAE LTS ? RAIMUER, EMENE M MAE—MHET, EEE
TIEE L.

(1:27:12) like lights up for when the model is uncertain but the problem is that the

activation of that neuron is not currently wired up to the model actually saying in words
that it doesn't know so even though the internal of the neural network no because there's
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some neurons that represent that the model uh will not surface that it will instead take
its best guess so that it sounds confident um just like it sees in a training set so we
need to basically interrogate the model and allow it to say "I don't know" in the cases
ERBTAENHMESWACE, BREET, XMHETHEEERHRESEELMRAIESRE "BAME" B
RiELK, AL, BNEMEMZRNBEARLHZTNEEMINE (BESTHEE) , BEFRSRALER, MERML
RIFRVIEN, LB CIMERERE, MEETIIGERERRMEF. L, BINEBEREFTENREH#ITIEN, Hit
EEBRIAIENE R TEEN “HAREE",

(1:27:41) it doesn't know so let me take you through what meta roughly does so basically
what they do is here I have an example uh "Dominic kek is uh the featured article today"
so I just went there randomly and what they do is basically they take a random document in
a training set and they take a paragraph and then they use an 1lm to construct questions
about that paragraph so for example I did that with chat GPT here so I said "here's a
paragraph from this document generate three specific factual questions based on this
paragraph and give me the questions and

HERENERT. TERAMTHHE Meta ABEEAM, EAL, MITEXEFEHN : RXBEENHF, “%
KER - HlnESHNEAXEEA", XEHMNEN, MITEARLERMNINGKEFRBYIER—DXE, ETEP—
BAR, ARRKESEEHNXEABIRERS, i, REXER ChatGPT KMXHE, Hit “XEXMHX
HARN—BAE, RIEXBRBER=TEFRMNEL SRR, HAHKR-EM. ..

(1:28:18) the answers"and so the llms are already good enough to create and reframe this
information so if the information is in the context window um of this 1lm this actually
works pretty well it doesn't have to rely on its memory it's right there in the context
window and so it can basically reframe that information with fairly high accuracy so for
example can generate questions for us like"for which team did he play"here's the
answer"how many cups did he win" Etc and now what we have to do is we have some question
and answers and now we want to

EXR", KiESREEZLBRIFMEIZEMERAAXLERFES, N, IREEEXTAESRAEN LETXEND
B, RNAEERLERREE, ERGMERIZIZ, FRMELTXEOR, FAUAEER LD £ EHAR
XEER, Flt0, ERILABITEMXENER, thin “MEFm NI, XBLAHESR, “MR 72D TR
®r F%, NERNEMHZE, BNET7T —LEENEER, AEHINTEE...

(1:28:50) interrogate the model so roughly speaking what we'll do is we'll take our
questions and we'll go to our model which would be uh say llama uh in meta but let's just
interrogate mol 7B here as an example that's another model so does this model know about
this answer let's take a look uh so "he played for Buffalo Sabers" right so the model
knows and the the way that you can programmatically decide is basically we're going to
take this answer from the model and we're going to compare it to the correct answer and
again the model model are good enough to

WARE, KBCRE, BIEMNE, ELBRNMEM, HBIFHNTARE, il Meta BY Llama 82, il
XEI mol 7B A, XBE—MRE, BITKEEXMERRTHEXNESR, il “MR N FKFWET]
BA”, XHIE ? iRBFEXNE SR, RAILUBRREHIMMNANEAR LR, BRIMNERRIRXNER, RAERESE
MERHITILR, BEBKEBI, ..

(1:29:25) do this automatically so there's no humans involved here we can take uh
basically the answer from the model and we can use another 1lm judge to check if that is
correct according to this answer and if it is correct that means that the model probably
knows so what we're going to do is we're going to do this maybe a few times so okay it
knows it's Buffalo Savers let's drag in um Buffalo Sabers let's try one more time Buffalo
Sabers so we asked three times about this factual question and the model seems to know so
everything is

BEFTERXNR, XBERFEAEESS, BITEALUTUMNERRINEER, AERAS—NAESEENITHE
KEXNMERESEER. NRIERH, PBREESRYATEMNEXNER, FAURITTRERIXEMIR. 71, B
BRXFWETIN, HNBHEIA—T, KFRETI, BNBR—R, KFBETI. HNMXDEEMERE T
=R, RELGFEHIEEE, —YE....

(1:29:58) great now let's try the second question "how many Stanley Cups did he win" and
again let's interrogate the model about that and the correct answer is two so um here the
model claims that he won um four times which is not correct right it doesn't match two so
the model doesn't know it's making stuff up let's try again um so here the model again
it's kind of like making stuff up right let's Dragon here it says "did he did not even did
not win during his career" so obviously the model doesn't know and the way we can
programmatically tell again

Bfo MARNMRHAEZNEE, “MR T SO TEEFMN", BNBRXNEEIgEEE, ERERERT. X8
REEMMER 7R, XEFEBR, MB? SEBERAT. FIMRETRIE, EERERNS. RITBR—X,
XEERRERSAR, WB? HNBHIN-T, B “MERIEEPEENRTI". RASERERNE, K
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(1:30:43) is we interrogate the model three times and we compare its answers maybe three
times five times whatever it is to the correct answer and if the model doesn't know then
we know that the model doesn't know this question and then what we do is we take this
question we create a new conversation in the training set so we're going to add a new
conversation training set and when the question is "how many Stanley Cups did he win" the
answer is "I'm sorry I don't know" or "I don't remember" and that's the correct answer for
this

B, BITHERER=K, RENBERSERBRILR, WR=ER ARETU. NREETHE, BLRKIRA
ERBHILAMEX N, ARRIMNEMNE, ELXNEE, FGEFEIE—HFHNE RNEDIIGE
RIARIM—DEE, HEEE ‘MR T SO NEERAT B, BERE “RiER, HAME" HFE “BFLET",
WFXDBEFKG, X EBER.

(1:31:12) question because we interrogated the model and we saw that that's the case if
you do this for many different types of uh questions for many different types of documents
you are giving the model an opportunity to in its training set refuse to say based on its
knowledge and if you just have a few examples of that in your training set the model will
know um and and has the opportunity to learn the association of this knowledge-based
refusal to this internal neuron somewhere in its Network that we presume exists and
empirically this turns out to

EAZANNER TRE, KIMBKRML. WRIREHIFSRRERENPEI, FEFEREFSHEEXEFME, RREEI%
ERLEE—MR, LEETEHCHMIRERAEE. NRTIGEPE—LXENGF, RERIE, HE
BNSFIZMETRIRELRESRITANFETEMESE M NABHETZENEKR. NEREE, &

(1:31:45) be probably the case and it can learn that Association that "hey when this
neuron of uncertainty is high then I actually don't know and I'm allowed to say that 'I'm
sorry but I don't think I remember this' Etc" and if you have these uh examples in your
training set then this is a large mitigation for hallucination and that's roughly speaking
why chpt is able to do stuff like this as well so these are kinds of uh mitigations that
people have implemented and that have improved the factuality issue over time okay so I've
RAJRERXNF, EREBFIBXMER, B ‘I8, HXPRTIFHAENHITERIEESY, REFLERAE, M
BEATLURA BIER, BRERFREXNT 'FF", NRENFEPEXLENF, BLAXMERRAIZE LEREL
R, KBCK, XiE ChatGPT HMEEMEBIZELIFR/IIRE, XEMBANKHI—LERER, BAEREN
#, XEHERRETEEMRNE, 78, HEA..

(1:32:17) described mitigation number one for basically mitigating the hallucinations
issue now we can actually do much better than that uh it's instead of just saying that we
don't know uh we can introduce an additional mitigation number two to give the 1lm an
opportunity to be factual and actually answer the question now what do you and I do if I
was to ask you a factual question and you don't know uh what would you do um in order to
answer the question well you could uh go off and do some search and uh use the internet
and you could figure out the

R Y AR ERBE— MG E, KL, HITAILUMISEF. RT (UULREIEARE, FRIUEI AR
ERFE, URKESEEBNKAEFTEEENEE. WE, MREEMF—IEXERE, MRFNEEER, FE
B ? AT EIERX MR, RAIEREM—EER, FMREEEKMN, RAEFEE...

(1:32:50) answer and then tell me what that answer is and we can do the exact exact same
thing with these models so think of the knowledge inside the neural network inside its
billions of parameters think of that as kind of a vague recollection of the things that
the model has seen during its training during the pre-training stage a long time ago so
think of that knowledge in the parameters as something you read a month ago and if you
keep reading something then you will remember it and the model remembers that but if it's
something

ER, AEEFHERRM 2o BITAIUNRERERHTL—HFNES, IBHREMZPEHZSEFRZ SR,
BERRAERAUFNTINGM BB NSEYIERICIZ. 1IBSHPRIXLERIRBREIF— B I rREE,
INRIRAMTIDRFEFRA, MARICEE, BEBEXFIZENIRA, BERNRE. ..

(1:33:19) rare then you probably don't have a really good recollection of that information
but what you and I do is we just go and look it up now when you go and look it up what
you're doing basically is like you're refreshing your working memory with information and
then you're able to sort of like retrieve it talk about it or Etc so we need some
equivalent of allowing the model to refresh its memory or its recollection and we can do
that by introducing tools uh for the models so the way we are going to approach this is
that instead of just

ROUHAR, BAMATENXLEFERRERIFIICIZ. EIRMNEARELME ? HNEEEHRER. WESMREE
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HERHN, REAXLEERFESRFIMHNIMEEZ, ARHRMELRER. KLEEFSF. FIURNTERD—
M73E, IHREEBRIFTRICIZREZ, KATLES RS ATERLIAX—R. FNNAEZ, FBR

(1:33:46) saying "hey I'm sorry I don't know" we can attempt to use tools so we can create
uh a mechanism by which the language model can emit special tokens and these are tokens
that we're going to introduce new tokens so for example here I've introduced two tokens
and I've introduced a format or a protocol for how the model is allowed to use these
tokens so for example instead of answering the question when the model does not instead of
just saying "I don't know sorry" the model has the option now to emitting the special
token "search start"

W OUIE, RiER, HEARNE", HMIUSHAERTE, FITeTUSIZ—ME, 1LiESREEES & HAFHITIC,
XERHNES | ARFIRS, flgl, BEXESIATRMRE, HEFIAT —MEAHIHIN, RERENEFERX
LeARic. thil, HERARMEERN, EFERER R, HFFE", MEREAILOEER BIFHITIE
“search start”...

(1:34:18) and this is the query that will go to like bing.com in the case of openai or say
Google search or something like that so it will emit the query and then it will emit
"search end" and then here what will happen is that the program that is sampling from the
model that is running the inference when it sees the special token "search end" instead of
sampling the next token uh in the sequence it will actually pause generating from the
model it will go off it will open a session with bing.com and it will paste the search
query into Bing and it will then

EPEIRREEE (L OpenAl AB) #452 (bing.com) HEAFUERZHMERSIE, FRUERLXHEIIN
&, RE%AE “search end”, ETREKENRE, BITHIE., MERRENIER, HEEEF “search end” X
THFFRITCE, FAREERNFIIFIT—MRSHTRE, MEREEMNMERERAR, ERETH—I5UEH
2iE, BERTHRNBSEWERIBNA, AE...

(1:34:49) um get all the text that is retrieved and it will basically take that text it
will maybe represent it again with some other special tokens or something like that and it
will take that text and it will copy paste it here into what I Tred to like show with the
brackets so all that text kind of comes here and when the text comes here it enters the
context window so the model so that text from the web search is now inside the context
window that will feed into the neural network and you should think of the context window
as kind of like the working memory of the model

REMORBINFABE X AN, EERERRIXEX A, AIRERA—LHMSGHRTCENRTIXEXR, AREXLEX
A EFIREGRRAES TENMS, FIUFAEXENARE TXE, SXFAIEXEN, E#ALTXED, ¥F
RERY, REMEERNXAMERELTXEODR, T LTXEASBMASMEMER, RAIUIEETXEH
AEERRENITIECIZ

(1:35:20) that data that is in the context window is directly accessible by the model it
directly feeds into the neural network so it's not anymore a vague recollection it's data
that it it has in the context window and is directly available to that model so now when
it's sampling the new uh tokens here afterwards it can reference very easily the data that
has been copy pasted in there so that's roughly how these um how these tools use uh tools
uh function and so web search is just one of the tools we're going to look at some of the
other tools in a bit uh but basically you introduce new tokens you introduce some schema
by which the model can utilize these tokens and can call these special functions like web
search functions and how do you teach the model how to correctly use these tools like say
web search search start search end Etc well again you do that through training sets so we
need now to have a bunch of data and a bunch of conversations that show the model by
EFXEORNERER TN E SR, CEERARSEMET. FUXTEREMNEE, MeRiE LT
BOPRER. ATUERERNEIE. FrUIE, HEZEXFIRCHITRIEFN, ERUREZMESERMER
BRI, FMEXLETENARIFRIE, WEIERAZHP—HMIE, RiT—2/IESF—LHMTE, BR
AL, R5IAFRIC, 5IA—EERN, IHREEBEAXEATCHIEARGRMBZIERINREXAFAIRE . AR A0
BB FMERXETE, HINMEHEER. “search start”“search _end” EHE0E ? A, (REETI)ILRENR
K. FMURNNETZETAEMENAENE, BITAAERETR...

(1:35:52) example how to use web search so what are the what are the settings where you
are using the search um and what does that look like and here's by example how you start a
search and the search Etc and uh if you have a few thousand maybe examples of that in your
training set the model will actually do a pretty good job of understanding uh how this
tool works and it will know how to sort of structure its queries and of course because of
the pre-training data set and its understanding of the world it actually kind of
understands what a web

EIERAMSIER, T ABERTRAER, BREMAHFN, XEEFIHBNAFIRERNERIERES,
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MRFEINEEPE LT OXENGF, RELIT EXEIFHIERX N T ERMAITIEN, EaNENRALRER
AR, HA, BTIGEEEUAREXERIVIER, EXMF ENMERRE —EVIER...

(1:36:21) search is and so it actually kind of has a pretty good native understanding um
of what kind of stuff is a good search query um and so it all kind of just like works you
just need a little bit of a few examples to show it how to use this new tool and then it
can lean on it to retrieve information and uh put it in the context window and that's
equivalent to you and I looking something up because once it's in the context it's in the
working memory and it's very easy to manipulate and access so that's what we saw a few
minutes ago

MEEREMT 2, KR LERTLAENATESSENERTIERIFNATIER, PRIUX—tIEAR LHRETSE,
RRAFERNNOFRERTNEAERXMMITIE, AREMIUKEXTTELRERHHFEBRA L TXEND
F, XS TMEETRER, AA—BEERHA LT, MHATIELIZ, RESHITRIENLR. XHE
EMNosmERNER.

(1:36:50) when I was searching on chat GPT for "who is Orson kovats" the chat GPT language
model decided that this is some kind of a rare um individual or something like that and
instead of giving me an answer from its memory it decided that it will sample a special
token that is going to do web search and we saw briefly something flash it was like "using
the web tool" or something like that so it briefly said that and then we waited for like
two seconds and then it generated this and you see how it's creating references here and
so it's

YIKTE ChatGPT EHER “ERHAZ - REK” B, ChatGPT ESREYIMIXEEMAAENHNAZEN, E
HEMNECHIZIZHRAEER, MERERFE—MIHFTICRHFITMEER, RIEGHEIRE LAT LR
™ BT “EEFERMEIR” ENAS. EEEMETRTXMETR, ARRITEFTAERY, EECERT
B, MEEEXEFIATRZAS, T

(1:37:18) citing sources so what happened here is it went off it did a web web search it
found these sources and these URLs and the text of these web pages was all stuffed in
between here and it's not showing here but it's it's basically stuffed as text in between
here and now it sees that text and now it kind of references it and says that "okay it
could be these people citation could be those people citation Etc" so that's what happened
here and that's what and that's why when I said "who is Orson kovats" I could also say
"don't use any tools" and

I RAERRR, XBERENFBRE, BHITTMRER, 137 XEFRRMMLL, XERTAIXARRBERR
EITXE (BARBEETHR, EEXERMEUATAKREXE) . MEECER TXEXAR, AE5IHAXLER
B, W OUIFRY, ATRERXEAN, SIARFEAIREMBLEAFE", XMEXELRENESE, XUENTLEFHR “#
2% - BRER” B, ROAWE “FEEREATE", AR

(1:37:46) then that's enough to um basically convince chat PT to not use tools and just
use its memory and its recollection I also went off and I um tried to ask this question of
Chachi PT so "how many standing cups did uh Dominic Hasek win" and Chachi P actually
decided that it knows the answer and it has the confidence to say that uh he want twice
and so it kind of just relied on its memory because presumably it has um it has enough of
a kind of confidence in its weights in it parameters and activations that this is uh
retrievable just for memory um but

XHEA EREELL ChatGPT RMERTE, MRKEENIZIZHNEIZ. REZAE ChatGPT LA TXMNEE : “%
KEF - BERRS 7 ZDMEMHEFF ? "ChatGPT Eir LHIMENEE SR, HFEREBEMUMER T PR, FIUE
BEARLRKEECNIEIZ, ABERANEXNBSHNE. BHNREREERENE D, IAAXMERAUMNIEIZ
FIeERE, ER...

(1:38:22) you can also conversely use web search to make sure and then for the same query
it actually goes off and it searches and then it finds a bunch of sources it finds all
this all of this stuff gets copy pasted in there and then it tells us uh to again and
sites and it actually says the Wikipedia article which is the source of this information
for us as well so that's tools web search the model determines when to search and then uh
that's kind of like how these tools uh work and this is an additional kind of mitigation
for uh hallucinations and

M, FEAUERMERRRHIMER. WTRENER, ER#TEER, RE—H#HERXERE, BREXLERE
MEFMWEE, RAEBREFENER, HAH5IB. ERMFLRER THREERXE, XWERIRBUSRAIR
o XMEMERRTE, REREMIGHITER, XUBXETENARIFAN. XRMLRRANS —FE

(1:38:59) factuality so I want to stress one more time this very important sort of
psychology Point knowledge in the parameters of the neural network is a vague recollection
the knowledge in the tokens that make up the context window is the working memory and it
roughly speaking Works kind of like um it works for us in our brain the stuff we remember
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is our parameters uh and the stuff that we just experienced like a few seconds or minutes

ago and so on you can imagine that being in our context window and this context window is

being

BEBTRENENEIERYE, FIURBERBRAXNIEEEENOEEMNS | HEMEBSHHREIRE— ISR
R9igtZ, M ETXEORNARICHEIRERIFILIZ. ABORY, XMBNMTAMNITEARE =AM, HEITSEN
RERGESH, MBNINNEHH, IS/ IosanNERE, RAERXEERITN ETXEOR, XN

(1:39:35) built up as you have a conscious experience around you so this has a bunch of um
implications also for your use of LOLs in practice so for example I can go to chat GPT and
I can do something like this I can say "can you Summarize chapter one of Jane Austin's
Pride and Prejudice" right and this is a perfectly fine prompt and Chach actually does
something relatively reasonable here and but the reason it does that is because Chach has
a pretty good recollection of a famous work like Pride and Prejudice it's probably seen a
ton

AR RS ZIRNARTIANIRR, KIHMESFERAESEELG RSN, I, KITLUE ChatGPT
IR, BETLR ARG — T - BT (HIBSREN) ME—E0 7" KR ELRIMIRT.
ChatGPT EXEXFR LAH THEMEGENEE, BEEXFMNERERE, X (BIEBSHEN) XHENZERERE
REFHIEIZ, ERREEITKE. ..

(1:40:06) of stuff about it there's probably forums about this book it's probably read
versions of this book um and it's kind of like remembers because even if you've read this
or articles about it you'd kind of have a recollection enough to actually say all this but
usually when I actually interact with LMS and I want them to recall specific things it
always works better if you just give it to them so I think a much better prompt would be
something like this "can you summarize for me chapter one of genos's spr and Prejudice"
and then I am

X FREABHWAR, AIEERE X FXABNILIE, ErRIREXABN—LERE, EERRIZETXERS,
HEMEMEEXAPREE X FTENNE, FEEEEBNIZIZCRIEXLERNS, EEEIREKESHRERE, &
ZEeEIZFERNRE, BEFEATRUAEITHRSE T, FRURIAN— D EFNIETAIEEXE | RN
BE—TE - BT (HIBSREN) HE—B52" REH....

(1:40:34) attaching it below for your reference and then I do something like a delimeter
here and I paste it in and I I found that just copy pasting it from some website that I
found here um so copy pasting the chapter one here and I do that because when it's in the
context window the model has direct access to it and can exactly it doesn't have to recall
it it just has access to it and so this summary is can be expected to be a significantly
high quality or higher quality than this summary uh just because it's directly available
to the

ETEN ERBEAFESE, ARREXER—TIREN, IBERABKMHEE, REMNXBHRBIRE ML E & FIKENL
. BXEBERNYNAE L TXEORN, BRANEEHET, CRUERIZ, EERERNE, R
BENBET UL NERRBIZERNSEREESFE, RAIRBAERT R,

(1:41:03) model and I think you and I would work in the same way if you want to it would
be you would produce a much better summary if you had reread this chapter before you had
to summarize it and that's basically what's happening here or the equivalent of it the
next sort of psychological Quirk I'd like to talk about briefly is that of the knowledge
of self so what I see very often on the internet is that people do something like this
they ask 1lms something like "what model are you" and "who built you" and um basically
this uh question is a

RE, FERNREXIAENIEANR—H#D, IRMESERAS, ERECHERAZEXET, a5
BN EE, XERAK LRMEXMER, ETFRFEERRASZ—MOET ERFEAR, BRENEHIN. &
SEEM BRI, MITRKESRE LU “REALRE"EET R R, BAL, X0

(1:41:33) little bit nonsensical and the reason I say that is that as I try to kind of
explain with some of the underhood fundamentals this thing is not a person right it
doesn't have a persistent existence in any way it sort of boots up processes tokens and
shuts off and it does that for every single person it just kind of builds up a context
window of conversation and then everything gets deleted and so this this entity is kind of
like restarted from scratch every single conversation if that makes sense it has no
persistent self it has no

REEX. HEXARNERER, ENFRHEN-EERRERBREN, XTRAFZE—TA, ME? EREEMF
SEENER. €R5h. MEFE, RREXH, M- T5ZXENALRRML. EREME—MELTXE
H, RAEFIERSEHIBMF. AU EEES—REFHEEMNLFRER, WRXIFHERRNE, ©R
BREZNERK, KB



File: /home/huangshuai/code/learn-c...hatGPT-Karpathy-tanslation.b®age 34 of 67

(1:42:01) sense of self it's a token tumbler and uh it follows the statistical
regularities of its training set so it doesn't really make sense to ask it "who are you"
"what build you" Etc and by default if you do what I described and just by default and
from nowhere you're going to get some pretty random answers so for example let's uh pick
on Falcon which is a fairly old model and let's see what it tells us uh so it's evading
the question uh "talented engineers and developers here" it says "I was built by open AI
based on the gpt3 model" it's totally making stuff

BEEIR, ERB—MricEmiss, HEEBIGENSAITRE. FUEE “RER" EEIZTR" FinH&
KIFREX. BIAMBERT, MNRIMRBERRNIERR), MAREE—LHELMENNESR, i, &ITX Falcon X
THRENERAF, BREEREFENM 2. EEEEIE, 7 “XEFFEMEBNTREIMMALE", B
“IXZMH OpenAl ETF GPT - 3 REMEN", XTLEBEMENS-

(1:42:29) up now the fact that it's built by open AI here I think a lot of people would
take this as evidence that this model was somehow trained on open AI data or something
like that I don't actually think that that's necessarily true the reason for that is that
if you don't explicitly program the model to answer these kinds of questions then what
you're going to get is its statistical best guess at the answer and this model had a um
sft data mixture of conversations and during the fine-tuning um the model sort of
understands as it's training on this

MEEWRB S EH OpenAl 2R, KBRS AREXIEXMEREEMIZE ER7E OpenAl AVEHE Li#1TY
HHNEEC AR, BEREFLEHTAAR—EREN, FREZE, MIRINKEHEENRE#ITHRE, LEREXZkR
A, BAFFINREEMRITAELAENSRERNIER, XMERE A HENEEME (SFT) RBREHE
&, EAdEH. .

(1:42:57) data that it's taking on this personality of this like helpful assistant and it
doesn't know how to it doesn't actually it wasn't told exactly what label to apply to self
it just kind of is taking on this uh this uh Persona of a helpful assistant and remember
that the pre-training stage took the documents from the entire internet and Chach and open
AI are very prominent in these documents and so I think what's actually likely to be
happening here is that this is just its hallucinated label for what it is this is its
self-identity

BRI R R EH R T MR TF AN FAG, CREENMA.... S5 TR E R EMZA Sk
T AaFRnE, RREME—NRTHANBFAE, BidE, IGMERERANEREENEKMAIY,
ChatGPT #0 OpenAl TEXLENHAIEFEZRE, PAUNBRIANXELTAIERENERE, XRARERMERNERK
5%, XEEMBERHIAA. ..

(1:43:27) is that it's chat GPT by open Ai and it's only saying that because there's a ton
of data on the internet of um answers like this that are actually coming from open from
chasht and So that's its label for what it is now you can override this as a developer if
you have a 1lm model you can actually override it and there are a few ways to do that so
for example let me show you there's this MMO model from Allen Ai and um this is one 1llm
it's not a top tier LM or anything like that but I like it because it is fully open source
so the

EHCRE OpenAl By ChatGPT, EXAMERNEHMW EAEXEXFNESR, HirEXLEEZRKE ChatGPT, Ff
DOXmLR EL HCHRE, FARFLRE, IRME—TKIESRE, (RUUBEXMRE, B/IMAETUMEIX
—, LN, BAIREBT—TF Allen AL B MMO 8%, XR2—KIESHE, CRRMEANWABSEE, GRS
REZENERFLTRN. AL

(1:43:55) paper for Almo and everything else is completely fully open source which is nice
um so here we are looking at its sft mixture so this is the data mixture of um the fine
tuning so this is the conversations data it right and so the way that they are solving it
for Theo model is we see that there's a bunch of stuff in the mixture and there's a total
of 1 million conversations here but here we have alot to hardcoded if we go there we see
that this is 240 conversations and look at these 240 conversations they're hardcoded "tell
me

X FXMREMNIEXUREMFAER BT R, XERE, BINUTECNREMARSHIEER, XEW
EREANBIERES, RMEMIERE. MITAXMRERBREHINAENENARE, RITEIESHIEETER
ZAR, XELHE 100 AMME, EXEERSEERENAST. IRKINEER, KLAWE 240 MHEEE
RIDRY, BEX 240 MHIE, EIERSET “SFHKa.

(1:44:25) about yourself"says user and then the assistant says"I'm and open language model
developed by AI to Allen Institute of artificial intelligence Etc I'm here to help blah
blah blah what is your name uh Theo project" so these are all kinds of like cooked up
hardcoded questions abouto 2 and the correct answers to give in these cases if you take
240 questions like this or conversations put them into your training set and fine tune
with it then the model will actually be expected to parot this stuff later if you don't
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XFRECS", BRX#ER, AEHFEE “RERANCATISRMEMALNARESREES, REXERHE
B, FF. MUHARTF?HRNEB", FAUXEEE X MREEERIG M ST AAENERER. RN
1 240 PEXEFHREEINERANGEFETHR, BoERERSBHALRASHPLIEXLERT. WRIR

(1:44:53) give it this then it's probably a Chach by open Ai and um there's one more way
to sometimes do this is that basically um in these conversations and you have terms
between human and assistant sometimes there's a special message called system message at
the very beginning of the conversation so it's not just between human and assistant
there's a system and in the system message you can actually hardcode and remind the model
that "hey you are a model developed by open Ai and your name is chashi pt40 and you were
trained on

MNBRXIIRE, CURERRBIRE OpenAl F&EM ChatGPT, XE—FMERKBRINAL, BEA EEXEAS
EBhFRNER, EMENRFR, BRTAENBFZENREFESN, FE—MIFHER, WHERFHS. Rl
B, XBERRARALMBFENE, TERGBE5ER, EREYSH, MALGHTRADEE, RRIER,
g0 “IR, fRZE OpenAl HARBVRE, fRHIRFE ChatGPT 40, {REME...

(1:45:17) this date and your knowledge cut off is this and basically it kind of like
documents the model a little bit and then this is inserted into to your conversations so
when you go on chpt you see a blank page but actually the system message is kind of like
hidden in there and those tokens are in the context window and so those are the two ways
to kind of um program the models to talk about themselves either it's done through uh data
like this or it's done through system message and things like that basically invisible
tokens that are

XANBEHITIIEN, FREVFNIREBLLETFXNEE", BEAR EMEREHIT—LIERIAE, AEXERNBIEAR]
FiER, PAIAHIRITH ChatGPT B, FEFIMNE—1ZEANE, BXMFLERFESMBEERE, XEATCHE
FFXEOFR, A, ABERMARNAILHEEHITIRE, LE(ENEES | — 2B RXENRIELE,
S—MEEIRFAER, BHERLEX ERTRAFE, Bl

(1:45:44) in the context window and remind the model of its identity but it's all just
kind of like cooked up and bolted on in some in some way it's not actually like really
deeply there in any real sense as it would before a human I want to now continue to the
next section which deals with the computational capabilities or like I should say the
native computational capabilities of these models in problem solving scenarios and so in
particular we have to be very careful with these models when we construct our examples of
conversations

ELETXEODREREENS M, BX—VITEMEE FBREAMGEHMM LEEN, HFRAMMRAENES SR
BUARIBRFESS R, MAERBEEEA T —OAS, XEOITCXEERERRPETRPITEES, H&E
EHIHIE, RTNNEETEEN. AN, SHNSIENE, YHITMEMEROANRIISXLEER, YRS
NN

(1:46:11) and there's a lot of sharp edges here that are kind of like elucidative is that
a word uh they're kind of like interesting to look at when we consider how these models
think so um consider the following prompt from a human and supposed that basically that we
are building out a conversation to enter into our training set of conversations so we're
going to train the model on this we're teaching you how to basically solve simple math
problems so the prompt is "Emily buys three apples and two oranges each orange cost $2 the
total

XEERZSEFERARTHMA, SRMNBEXLERNBLASAN, XESBRERR, HIPBREE—TAXS
RS, RIRIEREE—IE, AFHREBAEIGES. BRINEBXMMIERINFRE, HEWME
RABRNBZNE, RTHNER | “CKWET 3 MEEN 2 MEF, SMET 2 7%, BHERK..
(1:46:39) cost is 13 what is the cost of apples" very simple math question now there are
two answers here on the left and on the right they are both correct answers they both say
that the answer is three which is correct but one of these two is a significant ific anly
better answer for the assistant than the other like if I was Data labeler and I was
creating one of these one of these would be uh a really terrible answer for the assistant
and the other would be okay and so I'd like you to potentially pause the video Even and
think through why one of these

13 &5, FRNBEMNMEZD ?" XE—TIHEERNHFRE. AEXEERIMER, LONEENEREEIE
Wy, PRPTEE 3, XBEMHN. BXNTFEFXRR, XRTIERFE—THELS 1 EF. NREEHIER
AR, ERIEXENERN, HR—IMWHBFRREZ—TIFERENER, MB—TMETN. FAURELERE
EANEFESE, BE-TATAXRPIERF...

(1:47:10) two is significantly better answer uh than the other and um if you use the wrong

one your model will actually be uh really bad at math potentially and it would have uh bad
outcomes and this is something that you would be careful with in your life labeling
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documentations when you are training people uh to create the ideal responses for the
assistant okay so the key to this question is to realize and remember that when the models
are training and also inferencing they are working in one - dimensional sequence of tokens
from
E—HEEF, NIRFATHRNBNER, MVERTRERFZ S ERNGEEE, SFETFTFNER, X2
RERGIEXE, YEANABFEEREZNFTEIENE—, 7Y, XN X BETEINRHIZE,
SRR EHITIIGRAEIER, EIRENEMNERIEN—ERIEET .

(1:47:38) left to right and this is the picture that I often have in my mind I imagine
basically the token sequence evolving from left to right and to always produce the next
token in a sequence we are feeding all these tokens into the neural network and this
neural network then is the probabilities for the next token and sequence right so this
picture here is the exact same picture we saw uh before up here and this comes from the
web demo that I showed you before right so this is the calculation that basically takes
XERHEMBPEEN— IR BRABERINEFIINERERA, ATERFIIFHT—NRE, BITHAER
LEATICRABIHEMER, ARHEMESLET—MICERTIFEIER, WE? XENXIEEMEKITZaEER
HNEe—HF, EREBRCAAMETHNNELER, ME? XREBMTEIR, BEXLRZ....

(1:48:06) the input tokens here on the top and uh performs these operations of all these
neurons and uh gives you the answer for the probabilities of what comes next now the
important thing to realize is that roughly speaking uh there's basically a finite number
of layers of computation that happened here so for example this model here has only one
two three layers of what's called detention and uh MLP here um maybe um typical modern
state-of-the-art Network would have more like say 100 layers or something like that but
there's only 100 layers of
T TRERRYI ARSI TR A XL TSR, ARAH T —MREHEIER, DAZIMNRRNEE—RE, ABCR
¥, XENHTEEHEERN. fl, XMERXBERE—. Z. =ZEMBNERNE (detention, &Ah
“attention”) MZEREMEE (MLP) . IFHENIIARISHNMEZE AR 100 BEH, BXENZARR
BFIEET—MMCRIEER, RF 100 EAARITE..

(1:48:39) computation or something like that to go from the previous token sequence to the
probabilities for the next token and so there's a finite amount of computation that
happens here for every single token and you should think of this as a very small amount of
computation and this amount of computation is almost roughly fixed uh for every single
token in this sequence um the that's not actually fully true because the more tokens you
feed in uh the the more expensive uh this forward pass will be of this neural network but
not by much so you should

(HELHE) . FRUANFEMRE, XBELRENTEEREREM, FEILUBXMTEERRMIEE /. FEAXD
HREENFFIPHNEMMERTE/ LT BEEN. KR EFHIET2MLE, HAMANTRCHES, XM HEMKZRIFE)
mfEEITERANES, BEMNEEARK. PRXIRNZ. .

(1:49:09) think of this uh and I think as a good model to have in mind this is a fixed
amount of compute that's going to happen in this box for every single one of these tokens
and this amount of compute Cann possibly be too big because there's not that many layers
that are sort of going from the top to bottom here there's not that that much
computationally that will happen here and so you can't imagine the model to to basically
do arbitrary computation in a single forward pass to get a single token and so what that
means is that we
XAFIRAR, HOERMIBERRE— MEFNREREER | I TFEMRE, XD “8F" (BHEMENitED
2) BREMHEEREEN, XMTEERAEAK, BANISRESHEERLZE, XEFRRERLS
8, MR FREERREE—REImEER AT EE— M #  TER & #0iTHE. XERER ...
(1:49:34) actually have to distribute our reasoning and our computation across many tokens
because every single token is only spending a finite amount of computation on it and so we
kind of want to distribute the computation across many tokens and we can't have too much
computation or expect too much computation out of of the model in any single individual
token because there's only so much computation that happens per token okay roughly fixed
amount of computation here so that's why this answer here is significantly worse and the
reason for
KRR BTN B2 HEIZ Mrid L, A MREREDERIBRNITEE. FUKNEBHES RS
MMridt, FREERME MRS LHEEREH#AITIZIHE, AASMIEHNITEEREREMN, XEMNITEEARE
EEN, XMBENTLARXNERBREE, REZ....

(1:50:08) that is Imagine going from left to right here um and I copy pasted it right here
the answer is three Etc imagine the model having to go from left to right emitting these
tokens one at a time it has to say or we're expecting to say "the answer is space dollar
sign" and then right here we're expecting it to basically cram all of the computation of
this problem into this single token it has to emit the correct answer three and then once
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we've emitted the answer three we're expecting it to say all these tokens but at this
point we've already

BR—TNEIAENIE, RIEEREHEMUEDXE, “BRE 3 FF", BR—TREKINEIE—RELH—
MMrid, BN, HEXNBPLEY “EXERE T 5", AREXE, RITALCEXNRENAELT
BEHEHAXNTE—FICE, EXITWHERTE 3, AE—EBERHETER 3, HMNXPLECHHEEAERC.
BLERNRIIES. ...

(1:50:41) prod produced the answer and it's already in the context window for all these
tokens that follow so anything here is just um kind of post Hawk justification of why this
is the answer um because the answer is already created it's already in the token window so
it's it's not actually being calculated here um and so if you are answering the question
directly and immediately you are training the model to to try to basically guess the
answer in a single token and that is just not going to work because of the finite amount
of

ERTER, MEAXTEREEERLHBFCHLETYXEORT. AIAXEEEANNEREZENATLAXZEEREN
—MEGHERE, BABREELLENT, EBEAEMCEORT, PINXEXMF EHEEEHITIHRE. FIUMRFE
IO, MRETIFREZHE—MMrEPBHER, MXETREN, BASMICHITEERERR
S

(1:51:11) computation that happens per token that's why this answer on the right is
significantly better because we are Distributing this computation across the answer we're
actually getting the model to sort of slowly come to the answer from the left to right
we're getting intermediate results we're saying "okay the total cost of oranges is four so
13 - 4 is 9" and so we're creating intermediate calculations and each one of these
calculations is by itself not that expensive and so we're actually basically kind of
guessing a little bit

BMRENITEEER. XRBAMTLAAUNERBEEYF, BARINEERFHH 7iHEIE, KiFL2IHER
NEBEZFSREER. KIS THESER, IR 70, BFHNERARZ 4, X 13 B 4 &F
9”, FAUENGIET FETESE, MESTXFNITESBASNIHTEEH TR, AURIER LERERHK. .
(1:51:40) the difficulty that the model is capable of in any single one of these
individual tokens and there can never be too much work in any one of these tokens
computationally because then the model won't be able to do that later at test time and so
we're teaching the model here to spread out its reasoning and to spread out its
computation over the tokens and in this way it only has very simple problems in each token
and they can add up and then by the time it's near the end it has all the previous results
in its working memory and it's

FENERTE B MR PRE B IRRVERE, HEEA—TMRCHITREEHRREAKR, RABNWERTENIXEMITET
BitE. AUBRIMNEXEREHREHIENITESBBIE Mrc L, BIXMAN, 8 MR RAEFEE RN
B, XEATMGLERTURM. ARYEIERN, CHWITELIZHEEE T ZARENER, K.
(1:52:12) much easier for it to determine that the answer is and here it is three so this
is a significantly better label for our computation this would be really bad and is
teaching the model to try to do all the computation in a single token and it's really bad
so uh that's kind of like an interesting thing to keep in mind is in your prompts uh
usually don't have to think about it explicitly because uh the people at open AI have
labelers and so on that actually worry about this and they make sure that the answers are

EMERZHESR, EXEERURE 3. AUNTFRNOTERR, XRE—TAEEIFIINEAR. MB A
NRRIERS, ERUMBERZHAE P RRAEITE, XENRAF. AIUXE—TERIHEREERICEN
R, BEMTVBEHEERX DM, EA OperAl WIEARMFEREFR XEXMNEA, MITSHERE

(1:52:42) spread out and so actually open AI will kind of like do the right thing so when
I ask this question for chat GPT it's actually going to go very slowly it's going to be
like "okay let's define our variables set up the equation" and it's kind of creating all
these intermediate results these are not for you these are for the model if the model is
not creating these intermediate results for itself it's not going to be able to reach
three I also wanted to show you that it's possible to be a bit mean to the model uh we can
just ask for

EBNWEFH, LR L OpenAl SAMEIFXLE, PRIXHIRTE ChatGPT HEXNERERY, EXFLAIEEMEBE,
ERRERY N, ULRMNEXEE, BUAR", EENMEXLEREER, XERRERFBAEMTH, R
TEEEGITEN, NREEFAECERXERELER, ERMEEEE 3 XTNER. BEBERMR, FHITRTMUK
BM—TEE, BITIUEK.....

(1:53:08) things so as an example I said I gave it the exact same uh prompt and I said

"answer the question in a single token just immediately give me the answer nothing else"
and it turns out that for this simple um prompt here it actually was able to do it in
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single go so it just created a single I think this is two tokens right uh because the
dollar sign is its own token so basically this model didn't give me a single token it gave
me two tokens but it still produced the correct answer and it did that in a single forward
pass of the

—LESEIE R, i, RATHFERRT, AR “A—MrcEZHeE, BEERAHER, FEHEMBRSE". 4R
FFRXNERNIET, EXRMFE—RRHBRIT. BRECRERTHEMRC, ME? RAETHSERIHN—ME
3o ATUBAR ERXMERZHHRE— MRS, MEATRD, BEMARBETERER, HERE—ANEFRE
B TERRY.

(1:53:38) network now that's because the numbers here I think are very simple and so I
made it a bit more difficult to be a bit mean to the model so I said "Emily buys 23 apples
and 177 oranges" and then I just made the numbers a bit bigger and I'm just making it
harder for the model I'm asking it to more computation in a single token and so I said the
same thing and here it gave me five and five is actually not correct so the model failed
to do all of this calculation in a single forward pass of the network it failed to go from
the input tokens and

XRRAEREXENMFEER, FAIARAT ITHE, BRETEERT —LE, FHY “STKWET 23 PEFERM
177 TMEF", BEFTEKRT, HEENHTERERN. BERERECA—MFERE, ARESLHT 5 M 5
KRR E B EMR, FRUURELGRETE—RMERIAEREP TR XL R, EXEMNBARICH IE ...
(1:54:08) then in a single forward pass of the network single go through the network it
couldn't produce the result and then I said "okay now don't worry about the the token
limit and just solve the problem as usual" and then it goes all the intermediate results
it simplifies and every one of these intermediate results here and intermediate
calculations is much easier for the model and um it sort of it's not too much work per
token all of the tokens here are correct and it arrives at the solution which is seven and
I just couldn't squeeze all of this work

FE—XRMERIREREPSEER, AEHE “FE, MEHNEFCRET, GFEE—HBREAXNER", ARES
HTFREREIER, #1TT7HE. XENS—THREERNPETESBMRERGEHEZ S T. S MMRCHITE
SMREAK, XBFEOTSHRERN, CEHTEREER 7. REMAESTILEEREHHESERE—MF
B8,

(1:54:38) it couldn't squeeze that into a single forward passive Network so I think that's
kind of just a cute example and something to kind of like think about and I think it's
kind of again just elucidative in terms of how these uh models work the last thing that I
would say on this topic is that if I was in practi is trying to actually solve this in my
day - to - day life I might actually not uh trust that the model that all the intermediate
calculations correctly here so actually probably what I do is something like this I would
come here

EWETEE—RAIRAEREPRAAE TR, HREXZNMREENGF, EREE, XH—FHAT XERE
NITAERE, X FXMERREERENE, IRETAREEFRRENEHRAXERR, RATEFRTLBERE
BEIBFTE HRE T E & T, FRAKER LR ATRESXEM, BRE...

(1:55:02) and I would say "use code" and uh that's because code is one of the possible
tools that chachy PD can use and instead of it having to do mental arithmetic like this
mental arithmetic here I don't fully trust it and especially if the numbers get really big
there's no guarantee that the model will do this correctly any one of these intermediates
steps might in principle fail we're using neural networks to do mental arithmetic uh kind
of like you doing mental arithmetic in your brain it might just like uh screw up some of
the

B ERRE", XRERARIEE ChatGPT aJUFERANTIEY—. BEFTLEETEEXEHTOE, LHES
HFTREREY, FRRIMRERERTE, XENEEA—FESREETRHE, RITAHREMZRKBOR,
MEMERREMOET—F, EaEREFESER EHEE,

(1:55:31) intermediate results it's actually kind of amazing that it can even do this kind
of mental arithmetic I don't think I could do this in my head but basically the model is
kind of like doing it in its head and I don't trust that so I wanted to use tools so you
can say stuff like "use code" and uh I'm not sure what happened there "use code" and so um
like I mentioned there's a special tool and the uh the model can write code and I can
inspect that this code is correct and then uh it's not relying on its mental arithmetic it
is

SKfrt, BERHTXFHNOEEEZERAAIRNT, HRGRE CEETEMFEMXAFRITTE, BEALRR
MEERFEHITIHE—F, MEFRKETE. AAUFEBAIER, FeIUEXFR “ERAE", BFRABEXE
RETHA, MR “ERANE", MERREIN, —MMFHIE, BEJUREERN, KT EREES
W, XETEMAREKIOE, M.

(1:56:04) using the python interpreter which is a very simple programming language to
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basically uh write out the code that calculates the result and I would personally trust
this a lot more because this came out of a Python program which I think has a lot more
correctness guarantees than the mental arithmetic of a language model uh so just um
another kind of uh potential hint that if you have these kinds of problems uh you may want
to basically just uh ask the model to use the code interpreter and just like we saw with
the web search the

M Python f#REsE, XE—MIEBERNERES, AERESEHELERNINE. ETASBHEEXMA,
HXZH Python ERFRHNER, RIUANELESRENOCEERERMERIE FAUAXRERS—NEBEENET,
INRIMER)XERA, (RAJEEA L RAIMERERNNAERSE. MERMNEINMEER ...

(1:56:31) model has special uh kind of tokens for calling uh like it will not actually
generate these tokens from the language model it will write the program and then it
actually sends that program to a different sort of part of the computer that actually just
runs that program and brings back the result and then the model gets access to that result
and can tell you that "okay the cost of each apple is seven" um so that's another kind of
tool and I would use this in practice for yourself and it's um yeah it's just uh less
error

REERFRATICRIAAR (XPINEE) o Khrt, EXRRMNESEEPLERXENNE, MERERR, RGEIEER
REFTENNE -1, TR RETEFHREER, REEERRXNMERHSIFE “HFH, 8MER
HNEZE 7 £, IUAXRSZ—MIE, EXRMRFERTRSAXMAZE, EHX.. HERNTTREME/,
(1:57:02) prone I would say so that's why I called this section "models need tokens to
think distribute your competition across many tokens ask models to create intermediate
results or whenever you can lean on tools and Tool use instead of allowing the models to
do all of the stuff in their memory so if they try to do it all in their memory I don't
fully trust it and prefer to use tools whenever possible" I want to show you one more
example of where this actually comes up and that's in counting so models actually are not
very good at counting

BENHECBEARZHE, FRBAMTLAKIBXBIARHA “REFEFCREE, HIEIHIZ MLt it
BRRERHPELSER, HERARKELE, MARIIERETERAEFERTHAE L. AANMNRILE(ERERTTHE
BIE, BAAXGER, RUARTRERTIR", RBLMET— N EMRBRIXMIERAGF, B K
L, BETHEAEHAERK.

(1:57:30) for the exact same reason you're asking for way too much in a single individual
token so let me show you a simple example of that um "how many dots are below" and then I
just put in a bunch of dots and Chach says "there are" and then it just tries to solve the
problem in a single token so in a single token it has to count the number of dots in its
context window um and it has to do that in the single forward pass of a network and a
single forward pass of a network as we talked about there's not that much computation
RERMFGIE—, RETREMICLEREMHIAZ T, RAMENERNGF, i “TEEZI IR, AR
EWT —#=, ChatGPT % “A...", AETEHER—MRCREBAXNAH, FIAE—MREE, EX4AEBEH
EFXBEOPHNSLE, MESHE—RMEZRIAEERTR. MERITREH, —XMEFIEEEREHITHITE
BEHARZ,

(1:58:00) that can happen there just think of that as being like very little competation
that happens there so if I just look at what the model sees let's go to the LM go to
tokenizer it sees uh this "how many dots are below" and then it turns out that these dots
here this group of I think 20 dots is a single token and then this group of whatever it is
is another token and then for some reason they break up as this so I don't actually this
has to do with the details of the tokenizer but it turns out that these um the model
basically sees the

PR, #878%F, MEEHITHIHEEIEE ). MRBEFRE “FI" WRE, RINHTHESKRENITCSHE. EE
3 “TEESIMMR", ARERRE, XEMXER, BEFX—A 20 TRE2E—1MMrE, ARB—4HTEFEZD
MERE—MFE. ABERANAAENEXHUNDMN. BRAAER, ZSMFEBNATEX, BLRE, SR
AEFINZ...

(1:58:34) token ID this this this and so on and then from these token IDs it's expected to
count the number and spoiler alert is not 161 it's actually I believe 177 so here's what
we can do instead uh we can say "use code" and you might expect that like why should this
work and it's actually kind of subtle and kind of interesting so when I say "use code" I
actually expect this to work let's see okay 177 is correct so what happens here is I've
actually it doesn't look like it but I've broken down the problem into a problems that are
easier for the model I

XEFRZH ID, BEFE—T—TH, AEEEREXLEMRS ID REME, BIE—T, BXEFE 161, EKREXK
WISROZE 177, FRAKNTAILUOXAFE, FADR “FERNE", FrIEsl, ATAXERITEER ? XELE R
e, EEREM, Y “ERNE” B, RETHGEREEN. RIEE, #FW, 177 BEEN. XBX
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EHNEER, BABRRTE, BXFLERIEXNIBD R T IRERTES ST, K.

(1:59:10) know that the model can't count it can't do mental counting but I know that the
model is actually pretty good at doing copy pasting so what I'm doing here is when I say
"use code" it creates a string in Python for this and the task of basically copy pasting
my input here to here is very simple because for the model um it sees this string of uh it
sees it as just these four tokens or whatever it is so it's very simple for the model to
copy paste those token IDs and um kind of unpack them into Dots here and so it creates
this string and

MERBERRHE, ERMEOERY, BRMERBHLREKE HIMM, FIXBRXENMER, 5K “€H
RE” B, ERA Python SIE—PFRI&E, MRERYN, IBRXEMNRA § IR ENESIEEER,
HAEBXNMFRBENE, i, MXOMRIEZEER, PRI EREY, §FRIEXLESRS ID FHEE( BT
RAEREEN, FAUERIETXIMFRH, A

(1:59:48) then it calls python routine. count and then it comes up with the correct answer
so the python interpreter is doing the counting it's not the models mental arithmetic
doing the counting so it's again a simple example of um models need tokens to think don't
rely on their mental arithmetic and um that's why also the models are not very good at
counting if you need them to do counting tasks always ask them to lean on the tool now the
models also have many other little cognitive deficits here and there and these are kind of
like sharp edges of

VAR Python RUIHEEKER, SAEBHTEMERE, FIAE Python MRSREMITHIIE, MASEREMNLETIT
o XNZB—MEENGF, RPEAEFTERCREE, FTEAMENNOE. XMEBEATARBEETHRAEARK
EE, NRARFECITRITRES, —EEILE(MEIE, IiE, RREEMAEMEERS/DIVARRE, X
EH QIR XTHRAR.....

(2:00:17) the technology to be kind of aware of over time so as an example the models are
not very good with all kinds of spelling related tasks they're not very good at it and I
told you that we would loop back around to tokenization and the reason to do for this is
that the models they don't see the characters they see tokens and they their entire world
is about tokens which are these little text chunks and so they don't see characters like
our eyes do and so very simple character level tasks often fail so for example uh I'm
giving it a string

—LEEEIRMMA, i, RETEEMHERXNES ERMEBAKRF. HeaiidEIIBRENRZ X ME
B, REREREERIFR, EMNEINENS, EfINED ‘A" BEAXLE)NXAR (1R2) MW
MEMNRMEENRERFEEDFR, FLOFEERNFHRESENZREMTIT. fi0, RAT— 1 FRH..
(2:00:48) "ubiquitous" and I'm asking it to print only every third character starting with
the first one so we start with "U" and then we should go every third so every so 1 2 3 "Q"
should be next and then Etc so this I see is not correct and again my hypothesis is that
this is again Dental arithmetic here is failing number one a little bit but number two I
think the the more important issue here is that if you go to Tik tokenizer and you look at
"ubiquitous" we see that it is three tokens right so you and I see "ubiquitous" and we can
easily

“ubiquitous”, ILEMNE—NFRFAE, BREADFRITE—D. FAUEKINMN “U” Fia, ARSRARTFE,
HHEE 1. 2. 3, T—1THZE “Q", LIk, REAUCHENERRER, BRERE—ESXEERH 08N
BT, —RREUANEEENERRE, WMRIRA tiktokenizer BE “ubiquitous”, RXMEMD M T = MF
id, 0B ? RAMEES) “ubiquitous” BY, FEATIMUERSH...

(2:01:21) access the individual letters because we kind of see them and when we have it in
the working memory of our visual sort of field we can really easily index into every third
letter and I can do that task but the models don't have access to the individual letters
they see this as these three tokens and uh remember these models are trained from scratch
on the internet and all these token uh basically the model has to discover how many of all
these different letters are packed into all these different tokens and the reason we even
use tokens is

WESTERNTE, RARINTEEIXEFS, SXPMRFERNOMTTFERIZHE, HNTURESZMER
A NFEIEN— WEEFTHXMES, BEETEARRENFE, ENERINEX=TMrCc. BicF, XLEER
EBEEBMEIE EMKFRIIEHN, JFRAEXLEIRS, BERAEBEANELMEMCETS SO NRANF
&, H(EAFCHRE....

(2:01:49) mostly for efficiency uh but I think a lot of people areed interested to delete
tokens entirely like we should really have character level or bite level models it's just
that that would create very long sequences and people don't know how to deal with that
right now so while we have the token World any kind of spelling tasks are not actually
expected to work super well so because I know that spelling is not a strong suit because
of tokenization I can again Ask it to lean On Tools so I can just say "use code" and I
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would again expect this

FERATHER, BRRFESABHTEMFIRCRAE, HIRMNENRZEFRFRIFTRNOER, JEHR
BEREMFFERNFES, MIMEAMPEREN LR, FAUERNERRZHERT, EEHEES KM LEFR
KEJRee g RIf. AANEMERTIRZNERR, HERBIREFRD, PAARXAMNILERGETE, HIUE
iR “ERAAE", RESERF..

(2:02:16) to work because the task of copy pasting "ubiquitous" into the python
interpreter is much easier and then we're leaning on python interpreter to manipulate the
characters of this string so when I say "use code" "ubiquitous" yes it indexes into every
third character and the actual truth is "ugs" uh which looks correct to me so um again an
example of spelling related tasks not working very well a very famous example of that

recently is "how many R are there in strawberry" and this went viral many times and
basically the

XEEETTEE, FMIE “ubiquitous” EHIMENLE] Python BERPNESZSERRES, ABHIMKSE Python
PR RIREX N FRBIFRT. ATUAHEKIR A", &IE “ubiquitous” BY, EMLEMRMMNFRIE
=1, EKRERZ “ugs”, BURBXNERZERN, XXE—HEHEXESKRAFEFNHF. RE—MEES
HBIFE “strawberry BEH/LD r”, XNEAALRIEM LSRRI, EX L.

(2:02:52) models now get it correct they say there are three Rs in Strawberry but for a
very long time all the state-of-the-art models would insist that there are only two Rs in
strawberry and this caused a lot of you know Ruckus because is that a word I think so
because um it just kind of like why are the models so brilliant and they can solve math
Olympiad questions but they can't like count Rs in strawberry and the answer for that
again is I've got built up to it kind of slowly but number one the models don't see
characters they see tokens and

MEREREBEWXNER T, BT “strawberry” BE= “r", BHERK—BRHNEIE, A RTHAVRIE
BFHAN “strawberry” BERABD “r’. XEIETEZHEIN, EWE “ruckus” XMIATEXBEEEEN,
HAANIERRE, AT LERXAFE, EERFEEA, & “strawberry” BEJLD “r” BHEFERR ? &
ERAIBERIE, —ERAEBTIFR, ENERNERE ; Z2.

(2:03:21) number two they are not very good at counting and so here we are combining the
difficulty of seeing the characters with the difficulty of counting and that's why the
models struggled with this even though I think by now honestly I think open I may have
hardcoded the answer here or I'm not sure what they did but um uh but this specific query
now works so models are not very good at spelling and there there's a bunch of other
little sharp edges and I don't want to go into all of them I just want to show you a few
examples of things to be aware

“RENMNFAAERKITH. FAIURIHERIFRANEEITHENERESE T —KE, XMENTAEREX MR- L
KERM, FidiiKiE, HGMAE OpenAl AIREEX BRI TER, BFABEMIIEARBT 4, BXMIE
NEHIMERSIEBERT . FIUEREHEAEAAER, MAXERSHM WEE, RAE2BHT, R
ERAMER—LEETEIENGF

(2:03:50) of and uh when you're using these models in practice I don't actually want to
have a comprehensive analysis here of all the ways that the models are kind of like
falling short I just want to make the point that there are some Jagged edges here and
there and we've discussed a few of them and a few of them make sense but some of them also
will just not make as much sense and they're kind of like you're left scratching your head
even if you understand in - depth how these models work and and good example of that
recently is the following uh the

HIREEFREAXLERRE, REMFEHTMEEXELEADITRERENRTEZL, BREEEHERFE—LL[
&, RIS THP—LL, FLndRiriEsE, BFLNREERRAT ERENTIERIE, LREMLIE
. EE—TRIFNET, METEX .

(2:04:16) models are not very good at very simple questions like this and uh this is
shocking to a lot of people because these math uh these problems can solve complex math
problems they can answer PhD grade physics chemistry biology questions much better than I
can but sometimes they fall short in like super simple problems like this so here we go
"9.11 is bigger than 9.

RAFIEXSIEE BRRRA R AE, XILEZARIEIR, RAXLEER TR E FNIHFRR, EF
BIKTHOYIE. (L2, £VAE, HLRFEEES, BERNEMMGXEESEBNTENNENEES, L
38 : “9.11 Lt 9.

(2:04:38) 9"and it justifies it in some way but obviously and then at the end"okay it
actually it flips its decision later"so um I don't believe that this is very reproducible
sometimes it flips around its answer sometimes gets it right sometimes get it get it wrong
uh let's try again"okay even though it might look larger" okay so here it doesn't even
correct itself in the end if you ask many times sometimes it gets it right too but how is
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it that the model can do so great at Olympiad grade problems but then fail on very simple
problems like
9 X", EXRGHTEMERE, BEAREIRN, AERENH "1FB, EHFLEERHBETHE". SIS
RAXEETEEM, ANENERITREE, BHEN, GREH. HMNBE—RX, “FE, RECHERA
BEEKX", 1Y, XEECREHRELUEECHEIR. NRIMFZRIER, ENEHESN, BATARERETERM
MR EARNNOER ERIMEE, NEGXEFIER EEYE- L HEEE ?

(2:05:12) this and uh I think this one is as I mentioned a little bit of a head scratcher
it turns out that a bunch of people studied this in depth and I haven't actually read the
paper uh but what I was told by this team was that when you scrutinize the activations
inside the neural network when you look at some of the features and what what features
turn on or off and what neurons turn on or off uh a bunch of neurons inside the neural
network light up that are usually associated with Bible verses U and so I think the model
is kind of

LSS ANEE, MEHIZRIN, BRI ABREXR. RREESARAMIXMNAE, REFF 0
XX, BRXMEEIFE, SMRFANSEGRIMERNIMEERR, BEF —EHE, BMEIHERAER X,
LR TR BUEE X B, RAMBEMNEREGTRLSEESZEEHXNHETRAE T . FIURRGRES
(2:05:43) like reminded that these almost look like Bible verse markers and in a Bible
verse setting 9.11 would come after 9.9 and so basically the model somehow finds it like
cognitively very distracting that in Bible verses 9.11 would be greater um even though
here it's actually trying to justify it and come up to the answer with a math it still
ends up with the wrong answer here so it basically just doesn't fully make sense and it's
not fully understood and um there's a few Jagged issues like that so that's why treat this
as a as what it is
BREFEXLEHMFIREY, ENEERERGREEXRIE, EREEXMIEERD, 9.11 28HE 9.9 FHE. i
WEA L, BEENIESBXANFR, AAEREEXWEEE 9.11 BA, RETRF LitERRERERT
FHER, BEREERET. IUXNEEER EFAKERGE, BRERTEER, T8 LA LI ENI0
o XL A BIERE S e SEFRRYE F R E

(2:06:17) which is a St stochastic system that is really magical but that you can't also
fully trust and you want to use it as a tool not as something that you kind of like letter
rip on a problem and copypaste the results okay so we have now covered two major stages of
training of large language models we saw that in the first stage this is called the pre-
training stage we are basically training on internet documents and when you train a
language model on internet documents you get what's called a base model and it's basically
an internet
EE—TRENRS, RABRSE, BIRfETL2ERE. MNZIBEAF—IIEXRER, MASTa Rt
2EHE, EERRTALNER. FH, NERIBENBTAOESHEIISNRNTENE. RIVED, S—
DI ERAMSTINIZRIN ER, BEAR EMBEERMSAE E# TG, SFEERMME DIZESEEN, 283
FriBRERIER, EEREE—DEEKM. ..

(2:06:46) document simulator right now we saw that this is an interesting artifact and uh
this takes many months to train on thousands of computers and it's kind of a lossy
compression of the internet and it's extremely interesting but it's not directly useful
because we don't want to sample internet documents we want to ask questions of an AI and
have it respond to our questions so for that we need an assistant and we saw that we can
actually construct an assistant in the process of a post training and specifically in the
process

XitEER. HNNBIXZ—TREEN™Y), cFEARTa BN LEERAERTIIZ, EERBENE
BB —MEHESR, FEER, BEHTRERLEFA, HARMNTERRFREFEEMXY, HNFLEBAL
BRERRHRFIEE. PAUALENIFTE—TBF, RNEDKELAIUERIIGIZFTHE—TBF, BERR

B

(2:07:17) of supervised fine-tuning as we call it so in this stage we saw that it's
algorithmically identical to pre-training nothing is going to change the only thing that
changes is the data set so instead of Internet documents we now want to create and curate
a very nice data set of conversations so we want Millions conversations on all kinds of
diverse topics between a human and an assistant and fundamentally these conversations are
created by humans so humans write the prompts and humans write the ideal response
responses and

BN A EEHENEZRER. EXTNER, HRNEICEEELNMIGR—H#N, REALZIL, H—HTH
ERIES. FIUENABEREERKMNE, MEZCENBE—FEFNERIES. RINFTEHBAITX TR
MABEENAZESBF 2B IE, MRELR, XEIHEZHRARCERN, AXEER-, AXEEIEEHNDO
%, FH...
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(2:07:52) they do that based on labeling documentations now in the modern stack it's not
actually done fully and manually by humans right they actually now have a lot of help from
these tools so we can use language models um to help us create these data sets and that's
done extensively but fundamentally it's all still coming from Human curation at the end so
we create these conversations that now becomes our data set we fine tune on it or continue
training on it and we get an assistant and then we kind of shifted gears and started
talking

HATRIEARE X RO L, EMANRARER, R EHATLRAALFHTAXLETEN, W ? META
NEfR EMXLET BrhiGEI TIRZEE), BATRIUGERAIESRERESIZXLERIES, MENAIEZ, BN
RALEYW, REAEERERAALNEIE, FAUFKNCIEXLENE, SNIERA T BRIMNNEES, HTLEET
BB, MTTSEI—BIF. RERIVBINEE, FEHe...

(2:08:22) about some of the kind of cognitive implications of what this assistant is like
and we saw that for example the assistant will hallucinate if you don't take some sort of
mitigations towards it so we saw that hallucinations would be common and then we looked at
some of the mitigations of those hallucinations and then we saw that the models are quite
impressive and can do a lot of stuff in their head but we saw that they can also Lean On
Tools to become better so for example we can lo lean on a web search in order to
hallucinate less and to

XABFH— LN R S, HOTER, BI80, MBETRE—LBRIEN, BFHR=ELIM, BITERILIN
BRELN, ARRIERYT —LEROTNAGE. AERINEIREIFERK, BE K" EXHEZES,
BEMNEEICIIEIUETELR/EF, thil, HITTUEBMEERFRDLINE, HE ..

(2:08:51) maybe bring up some more um recent information or something like that or we can
lean on tools like code interpreter so the code can so the 1lm can write some code and
actually run it and see the results so these are some of the topics we looked at so far um
now what I'd like to do is I'd like to cover the last and major stage of this Pipeline and
that is reinforcement learning so reinforcement learning is still kind of thought to be
under the umbrella of posttraining uh but it is the last third major stage and

AIREIRIN— L BHAE R Ry, HERIATUEBIIRRERXHENTE, XEXEEREMIURENDH L
FBEITE, BEEER. XEMERIMNEFITHEEN—EEHR, NERENEXTRENRE—TEEME, B
BIEFES, BICFEIMARINABTRIILEE, BERRIINFNE="TEME, MA..

(2:09:22) it's a different way of training language models and usually follows as this
third step so inside companies like open AI you will start here and these are all separate
teams so there's a team doing data for pre-training and a team doing training for pre-
training and then there's a team doing all the conversation generation in a in a different
team that is kind of doing the supervis fine tuning and there will be a team for the
reinforcement learning as well so it's kind of like a handoff of these models you get your
base model the

ERININFESREN—HAEARN, EEFARE=S, & OpenAl XFHNNFE, MEMXEFE, FTHTH
FRMEM AR, B—TEAETNGNEBIE S, — M HAMNAERIZ%, T8 TEMATERMNE, 5
FRAHTIREWR, BB —THEMATERLF S, FIUXE RRERERER BRI, (RMSEIEMRE

(2:09:51) then you find you need to be an assistant and then you go into reinforcement
learning which we'll talk about uh now so that's kind of like the major flow and so let's
now focus on reinforcement learning the last major stage of training and let me first
actually motivate it and why we would want to do reinforcement learning and what it looks
like on a high level so I would now like to try to motivate the reinforcement learning
stage and what it corresponds to with something that you're probably familiar with and
that

HeHABFRE, ARHARCFEIME, RITMEMFINEXTNER, XUBAMNRE. MELENEE
FeL2S, XBINFHNEE—TEEMR. Bk, TREE—THTLAEH#HTRLFS, URNENEEEER
AR, HEA— MR EAENSERBERRICEIME, UREWHBZT 40

(2:10:17) is basically going to school so just like you went to school to become um really
good at something we want to take large language models through school and really what
we're doing is um we're um we have a few paradigms of ways of uh giving them knowledge or
transferring skills so in particular when we're working with textbooks in school you'll
see that there are three major kind of uh pieces of information in these textbooks three
classes of information the first thing you'll see is you'll see a lot of exposition um and
by the way

XPEFRELF. REFLZRATEETNSEEF/RER—F, HMNEBALKESER “£2", KL
FrtBvE, FANTB/IMERINRSREENRI. 53R ABRINNEZREREN B, RELUXLEARBETES
ZHER, B, MEBINESHBERS. IRER—T ..
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(2:10:49) this is a totally random book I pulled from the internet I I think it's some
kind of an organic chemistry or something I'm not sure uh but the important thing is that
you'll see that most of the text most of it is kind of just like the meat of it is
exposition it's kind of like background knowledge Etc as you are reading through the words
of this Exposition you can think of that roughly as training on that data so um and that's
why when you're reading through this stuff this background knowledge and this all this
context

XERMW LFEH LRI —AS, RIEEATEEEILECENS, BFAAHBE, BEENE, MEXWBHKRESD
RBEHZWHE, ERBRERMIRES, SMEIRXLEHENTE, RAIUAKBIEXEEEEXLHIE L#H1TII%.
Filh i R A2 HIRFIRX LA, XEERFIRMAAE XL T X

(2:11:16) information it's kind of equivalent to pre-training so it's it's where we build
sort of like a knowledge base of this data and get a sense of the topic the next major
kind of information that you will see is these uh problems and with their worked Solutions
so basically a human expert in this case uh the author of this book has given us not just
a problem but has also worked through the solution and the solution is basically like
equivalent to having like this ideal response for an assistant so it's basically the
expert is showing us how

BERESEETIG. XBHRMEBIOXLEBIENIRE, FNEEEDIARTHENIR, MRBEINT—XIFE
FERERREUKRENNBE, BE4AL, EXMERT, AXER, UHEXAXBNEE, RXATHIEA, F4h
H TR, X MRS ER AL T FNEREE. FUER EREE REARIBRINM. ..
(2:11:50) to solve the problem in it's uh kind of like um in its full form so as we are
reading the solution we are basically training on the expert data and then later we can
try to imitate the expert um and basically um that's that roughly correspond to having the
sft model that's what it would be doing so basically we've already done pre-training and
we've already covered this um imitation of experts and how they solve these problems and
the third stage of reinforcement learning is basically the practice problems so
FEEMBRE, FRAHENDRBEEN, RNERXLRETREUELH#TIIG, <EERMNTURRELER &
ALl KRB TEREERNA (SFT) REFMHNERS. FIUERERNEETH TG, RITETEREE
RURMITRREFN AR BICEINE="TNERERLMZEIE P

(2:12:24) sometimes you'll see this is just a single practice problem here but of course
there will be usually many practice problems at the end of each chapter in any textbook
and practice problems of course we know are critical for learning because what are they
getting you to do they're getting you to practice uh to practice yourself and discover
ways of solving these problems yourself and so what you get in a practice problem is you
get a problem description but you're not given the solution but you are given the final
BERTEBIXEREELIE, BYHA, TRET—FERBNE—SLEEEEHNIBREBLEIT, RITHNE
HIFNFEIEXEE, BAENHLIRBTATE ? EMHLRES, BEEEAIHRIIRAXLRBN A E. FIUE
WAESITRY, (RREHIREEE, BFRAEIER, FELERTREN..

(2:12:51) answer answer usually in the answer key of the textbook and so you know the
final answer that you're trying to get to and you have the problem statement but you don't
have the solution you are trying to practice the solution you're trying out many different
things and you're seeing what gets you to the final solution the best and so you're
discovering how to solve these problems so and in the process of that you're relying on
number one the background information which comes from pre-training and number two maybe a
TR, TREETHEHPNERLD. FIURERSEZNEHNRATE, WEREHER, EREREIIE,
MERARE, ZREZTRANGE, BEBMAERELTEHELTR, EXMIER, F—HEKHTTIIZE
REMERMIR, F—AETER...

(2:13:18) little bit of imitation of human experts and you can probably try similar kinds
of solutions and so on so we've done this and this and now in this section we're going to
try to practice and so we're going to be given prompts we're going to be given Solutions U
sorry the final answers but we're not going to be given expert Solutions we have to
practice and try stuff out and that's what reinforcement learning is about okay so let's
go back to the problem that we worked with previously just so we have a concrete example
to talk

EE—LALERNHE, DAXLNRABREE, RIELTHRTRIEXLEME, METXMES, HMNER
HES, RLEHDWTR, 2EIBAER, EFRENERALNRETRE, RITVFAEDESIRE, X
MERICFINEXFATE. $FHY, ILBRNESZEINSIMER, XERITHE — D EERNEIFRIRT ...
(2:13:48) through as we explore sort of the topic here so um I'm here in the Teck
tokenizer because I'd also like to well I get a text box which is useful but number two I
want to remind you again that we're always working with one - dimensional token sequences
and so um I actually like prefer this view because this is like the native view of the 1lm
if that makes sense like this is what it actually sees it sees token IDs right okay so
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"Emily buys three apples and two oranges each orange is $2 the total cost of all the fruit
is $13 what is the cost

XMEF, HIMERE Teck tokenizer XB, —AEREANXBEENXAEREH, Z—AEKEBERIZENR,
BTG IERIRAR R —HATIEFT . Er LBREERXTE, AAXMKEXESEEN “RENAE", IRXA
WREIEMERIE, XMEBEXEM “BF” M&RA, EEINERS ID, MWB? 57y, “3CKWET 3 NERM 2
TREF, 8MEF 2 EiT, FBKRNENER 13 £, FRIENZE...

(2:14:20) of each apple" and what I'd like to what I like you to appreciate here is these
are like four possible candidate Solutions as an example and they all reach the answer
three now what I'd like you to appreciate at this point is that if I am the human data
labeler that is creating a conversation to be entered into the training set I don't
actually really know which of these conversations to um to add to the data set some of
these conversations kind of set up a system equations some of them sort of like just talk
through it in

Zh 2" BELMEIRD, XEEONATRIMBERE T, ENSBEETER 3, HXRFLRAERNZ, W
REZIENEHFEBAINGENBUIERER, HELHAIEZIEXEMERNHE —NRNBBIEED, XE
WiEFR, FLEBEIEITHEARREE, FEREAXFERHREDRRE, L.

(2:14:54) English and some of them just kind of like skip right through to the solution um
if you look at chbt for example and you give it this question it defines a system of
variables and it kind of like does this little thing what we have to appreciate and uh
differentiate between though is um the first purpose of a solution is to reach the right
answer of course we want to get the final answer three that is the that is the important
purpose here but there's kind of like a secondary purpose as well where here we are also
just kind

ERAHER. HIa0, fNRIRE ChatGPT FIRHX NI, EREXBEHEUARARMRES, T, HBA
INRBFHIMUE S MR, RENEEENYAREHIRER, RFLEIRLEE 3, XERESNEAN,
XEBERE—TMREERN, A

(2:15:24) of trying to make it like nice uh for the human because we're kind of assuming
that the person wants to see the solution they want to see the intermediate steps we want
to present it nicely Etc so there are two separate things going on here number one is the
presentation for the human but number two we're trying to actually get the right answer um
so let's for the moment focus on just reaching the final answer if we're only care if we
only care about the final answer then which of these is the optimal or the best prompt um
sorry

REIBEFRAZERKRELR . AABRINMNBRIRAMNEESIRE IR, BEFITESE, FLERETENEEEMH
£E, UXBERIMFRNE, —@ATILAXEFIER, —ERERIEMER., BLEIHNETETER
BAKE, MERIRXORAEE, BAEKERER, B— E2RMHEVRITFHE ? 195, BB
“prompt” Rz “solution” (f#Z) , %

(2:15:54) the best solution for the 1lm to reach the right answer um and what I'm trying
to get at is we don't know me as a human labeler I would not know which one of these is
best so as an example we saw earlier on when we looked at um the token sequences and the
mental arithmetic and reasoning we saw that for each token we can only spend basically a
finite number of finite amount of compute here that is not very large or you should think
about it that way way and so we can't actually make too big of a leap in any one token is
is

HNFRIESEERG, W—MREERETMILEEHERERRE ? BRHNZE, BIMHFHE, FAAETE
5, BUAMEB—NEREFT. FM, FNZFERTIFCFIUROEHIEN LI, WFE M5, HiE
AERGEDERRIITEE, MAXTMHEEHAK, RNIZXFER, FAURNTREERFA— MRS E#ITAK
BItE “BREX”, HiIFRIAX AR,

(2:16:27) maybe the way to think about it so as an example in this one what's really nice
about it is that it's very few tokens so it's going to take us very short amount of time
to get to the answer but right here when we're doing "30 - 4 IDE 3 equals" right in this
token here we're actually asking for a lot of computation to happen on that single
individual token and so maybe this is a bad example to give to the 1lm because it's kind
of incentivizing it to skip through the calculations very quickly and it's going to
actually make up mistakes make

Bign, EXDEES, FRBEEANIREZEREY, PRIUBRITERREFHESR, BREXE, H&;IT#T “30 - 4
IDE 3 equals” (XEEMM “30 - 4 + 3 equals”) HEE, EXMrEL, BiEFLEEREREFEEMMTEE
BHITREITE, FIUAXMKEERERRATEAZ—TFHF, BAXRRETHRED S ITELIE, KirLagEs
SHHEIR, S

(2:16:54) mistakes in this mental arithmetic uh so maybe it would work better to like
spread out the spread it out more maybe it would be better to set it up as an equation
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maybe it would be better to talk through it we fundamentally don't know and we don't know
because what is easy for you or I as or as human labelers what's easy for us or hard for
us is different than what's easy or hard for the 1lm it cognition is different um and the
token sequences are kind of like different hard for it and so some of the token sequences
here that are trivial

ORI RERHE, FIUBIFEHEIRRAREY, MITEI— AR, WiITAXFFAERELT, B3]
RAERFEPMELY, AANFREXIFNARITIRRRBZHEENEE, WFRESEEKRHT—#, €
FEARIA R ARE. MEMERN, FRNITCETIEELRE, FAUXERLLNEINTRIGRERIITICES ...
(2:17:30) for me might be um very too much of a leap for the 1lm so right here this token
would be way too hard but conversely many of the tokens that I'm creating here might be
just trivial to the 1lm and we're just wasting tokens like why waste all these tokens when
this is all trivial so if the only thing we care care about is the final answer and we're
separating out the issue of the presentation to the human um then we don't actually really
know how to annotate this example we don't know what solution to get to the 1lm because we
WARIEERERGPTREEE AR, WIIXEX MRS ERIGFIGEAMT, BHER, REXECIEMNEZIRIEHK
EERERRAIREAE R, RITRARERENS, MTABREXERRENAS LREXASIRCN ? AL, NREK
MNARAXODRAER, FEERALBTHRE, BASERLIENHTNEBMRAXMIFHITIE, FHAEZELEKR
BERBRHMTERES, RAK..

(2:18:01) are not the 1lm and it's clear here in the case of like the math example but
this is actually like a very pervasive issue like for our knowledge is not lm's knowledge
like the 1lm actually has a ton of knowledge of PhD in math and physics chemistry and
whatnot so in many ways it actually knows more than I do and I'm I'm potentially not
utilizing that knowledge in its problem solving but conversely I might be injecting a
bunch of knowledge in my solutions that the LM doesn't know in its parameters and then
those are like sudden leaps

FRRIBEEE, AXMFAFPX—RRAE, BLFLEXR—NEEEENRF, KITNAIRMAIESEE
RFHRARRE, KEERBELF EREAEHE. R, CEFWHANIFLELNIR, TREZHEE LML LERIER
B%, METNCRERENEEREAMAITHNXENR, BHR, REREFIRERMA—LEESHFEE
BIRDIR, LR ERGRFKIIAR “BEEX" ...

(2:18:33) that are very confusing to the model and so our cognitions are different and I
don't really know what to put here if all we care about is the reaching the final solution
and doing it economically ideally and so long story short we are not in a good position to
create these uh token sequences for the LM and they're useful by imitation to initialize
the system but we really want the 1lm to discover the token sequences that work for it we
need to find it needs to find for itself what token sequence reliably gets to the answer
SURBREFZ, FAUKNINANARRRE, MRFNIAXOESHERLER, FEEEH, SRHIX—=,
REMNAAEZEXBRM 2. KIEER, RIMNHMEKAKESRECIEXEATCFT ). RIABIIEGFKIDER
CRAREAN, EREEFENRKNESEEBCANESENIFEES. RINEEILEB KRN
CF IR A AR,

(2:19:10) given the prompt and it needs to discover that in the process of reinforcement
learning and of trial and error so let's see how this example would work like in
reinforcement learning okay so we're now back in the huging face inference playground and
uh that just allows me to very easily call uh different kinds of models so as an example
here on the top right I chose the Gemma 2 2 billion parameter model so two billion is very
very small so this is a tiny model but it's okay so we're going to give it um the way that
EAERRRTNELT, HFEEFEERMCFEIMNENIREPLINXL, BAILBNEETRICESIPXNF
FENFLEIEN, ##89, FHITIMELER] Hugging Face HIENRT, ErELHBRZMIARAREZEEARE, F
i, HERLAEET Gemma 2, —1 20 ZSHAEVREL, 20 ZEHBEEY, FIUAXEZ—ME/NAIRE, B&X
Ro HITRAUTAIKUAE. ..

(2:19:41) reinforcement learning will basically work is actually quite quite simple um we
need to try many different kinds of solutions and we want to see which Solutions work well
or not so we're basically going to take the prompt we're going to run the model and the
model generates a solution and then we're going to inspect the solution and we know that
the correct answer for this one is $3 and so indeed the model gets it correct it says it's
$3 so this is correct so that's just one attempt at DIS solution so now we're

RICFINENSEARELIERER, RINBFERRNBRSTRANBRERN, BEWLERRIF, WLERF, UK
MNEXELRWARRRT, SITRE, BREXER—TRE, ARRINEEX MRS, HNAEXNEZNERS
EE 3 Fi, XMMERBIRENT, ERBTERERE 3 Fit, XEBERN, XRZ—RBRE=H. REH...
(2:20:12) going to delete this and we're going to rerun it again let's try a second

attempt so the model solves it in a bit slightly different way right every single attempt
will be a different generation because these models are stochastic systems remember that
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at every single token here we have a probability distribution and we're sampling from that
distribution so we end up kind kind of going down slightly different paths and so this is
a second solution that also ends in the correct answer now we're going to delete that
EMFRXNERHBRET, EBRIMT#ITERZEH, BEXRNBREAXHEERE, WE? 8RSHEMNE
AR, HAXERBZEMNRS, iBE, EEMREAKNBE—IEBIERDE, HIMMNZDDHEPHITRE,
FIARARERBRERRN “BE". XEBEMHE, UR/HTEMESR, RERIMIMBFINER. ..
(2:20:39) let's go a third time okay so again slightly different solution but also gets it
correct now we can actually repeat this uh many times and so in practice you might
actually sample thousand of independent Solutions or even like million solutions for just
a single prompt um and some of them will be correct and some of them will not be very
correct and basically what we want to do is we want to encourage the solutions that lead
to correct answers so let's take a look at what that looks like so if we come back over
here here's

BHITEZRRH. 1H, XB—THETENRE, BHENT. EHFLRNATUSREERXRMNIRE, EEFRE
E, WF—TE—HEERET, MARIFFRTIEERE A MRINEE, Hh—LEX2IERY, —LUR
KIEf, 2X L, HIVOESFBHIBLESHERERNES, RIREEXRELESE, NRENERXE, XE

(2:21:09) kind of like a cartoon diagram of what this is looking like we have a prompt and
then we tried many different solutions in parallel and some of the solutions um might go
well so they get the right answer which is in green and some of the solutions might go
poorly and may not reach the right answer which is red now this problem here unfortunately
is not the best example because it's a trivial prompt and as we saw uh even like a two
billion parameter model always gets it right so it's not the best example in that sense
but let's just exercise some

—DNTREE, BRTABER. BIIE—TRERT, ARHITRRTRETENRE, FLEBEREMREBL,
BRTEMER (AREXRT) , BERSITREMIRAY, REFHEBRER (BLE8XRT) . F=NE, XMW
BHAZ—MERENAF, RAEAXERT, EMBENFAR, BMEE— 20 ZSBHNERBEREEN. AXTHE
E&, ERE—MHHF. BREINTERAIE—TER...

(2:21:40) imagination here and let's just suppose that the um green ones are good and the
red ones are bad okay so we generated 15 Solutions only four of them got the right answer
and so now what we want to do is basically we want to encourage the kinds of solutions
that lead to right answers so whatever token sequences happened in these red Solutions
obviously something went wrong along the way somewhere and uh this was not a good path to
take through the solution and whatever token sequences there were in these Green
BRISFENRERITN, dENRESTITFN. 170, RITERT 15 MRS, R4 4 N2ERN. IERITE
HWNE, BEXRLMEESZMALESHERERNBRESN. EXEIEREREMNTARICFET, BEAEED
HAH TR, XFR—FNER “BRE", MEXLEEREPHINIRIEES ...

(2:22:13) Solutions well things went uh pretty well in this situation and so we want to do
more things like it in prompts like this and the way we encourage this kind of a behavior
in the future is we basically train on these sequences um but these training sequencies
now are not coming from expert human annotators there's no human who decided that this is
the correct solution this solution came from the model itself so the model is practicing
here it's tried out a few Solutions four of them seem to have worked and now the model
will kind of

EXLEFERRAA RSP, BRARGHIEINF, FAIUERLEENRTT, RINFEESHMRAAECBMBOE. i)
BEMXMITANARE, BETFXLERTHTIIE, ERMEXLINEFFIHIERBEZUMALIRE, FEANXLE
BRAAEHEEHRESE, REBRRARZREECERN, FAIMEREXEH#HITEAS, BT —EBRAR, H
PEMIEERT, IR

(2:22:44) like train on them and this corresponds to a student basically looking at their
Solutions and being like "okay well this one worked really well so this is this is how I
should be solving these kinds of problems" and uh here in this example there are many
different ways to actually like really tweak the methodology a little bit here but just to
give the core idea across maybe it's simplest to just think about take the taking the
single best solution out of these four uh like say this one that's why it was yellow uh so
this is the the

BETFe#Tilg. XMFLE— " 2EEEECHREAE, 8 "8, XTNAERREBE, FRUKUEMNZ
XM ERBRXERR" . EXNIFH, LR EBRSAEAGECTAN XM E#THIE, BH7TEEK
DERR, BIFREENHENZOTFEHRFN—, LRI PMEEIFEH (R , M.

(2:23:12) solution that not only led to the right answer but may maybe had some other nice
properties maybe it was the shortest one or it looked nicest in some ways or uh there's
other criteria you could think of as an example but we're going to decide that this the
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top solution we're going to train on it and then uh the model will be slightly more likely
once you do the parameter update to take this path in this kind of a setting in the future
but you have to remember that we're going to run many different diverse prompts across
lots of math

XPMMGEHTEWER, ARt EE—LHMMSHNBRAR, BIFERREN, HETRELAEEERRIT,
RIERT RS HAtin A, ERITREBX MEARERRAE, TENEM E#HITIIR. A, —BIREHSH,
REERFBT LB R, EFEXF “BE" NIREMSBHIER. BRERRE, BRINSHNAERF. 13E
IR R B Ath = AR BT BERYIB) RE4E IR Z A A RYIR R e

(2:23:42) problems and physics problems and whatever wherever there might be so tens of
thousands of prompts maybe have in mind there's thousands of solutions prompt and so this
is all happening kind of like at the same time and as we're iterating this process the
model is discovering for itself what kinds of token sequences lead it to correct answers
it's not coming from a human annotator the the model is kind of like playing in this
playground and it knows what it's trying to get to and it's discovering sequences that
work for it

AIREERT LA MNMET, BENMERNER T MRERAZRE. MUX—V L FRRANAERN., EEHRITFHEEXMNIRE
B, BESEHISAMALAHFFEFTEILESHERER, XERBHAIIRERMN, REREREXT
R B R, EREECREXRINER, HERIEEBECHNFS.

(2:24:15) uh these are sequences that don't make any mental leaps uh they they seem to
work reliably and statistically and uh fully utilize the knowledge of the model as it has
it and so uh this is the process of reinforcement learning it's basically a guess and
check we're going to guess many different types of solutions we're going to check them and
we're going to do more of what worked in the future and that is uh reinforcement learning
so in the context of what came before we see now that the sft model the supervised fine

XEFHAREZE EHIBEX, NGHIERE, ENLUFEAISEMAEFR, FERSMATEREER
iRo XMER{ILFINEGIRE, BXALUERENAE. KMNEFEZHARSFRAEENBRAE, RECNRR, A5
ERREZHRAPLEAERNARE, XMEREFS. EEREHNRE, RINIEAIUEER, WEHR (SFT)

(2:24:45) tuning model it's still helpful because it still kind of like initializes the
model a little bit into to the vicinity of the correct Solutions so it's kind of like a
initialization of um of the model in the sense that it kind of gets the model to you know
take Solutions like write out Solutions and maybe it has an understanding of setting up a
system of equations or maybe it kind of like talks through a solution so it gets you into
the vicinity of correct Solutions but reinforcement learning is where everything gets
dialed in we really

RS, EANTHE—TRE L HSRNS SR ERNRRASE. MNEMEN LR, TEARRHSRNLA
£, ERILEREZHAHBERAE, LIEHETSE, WITeENBUAEAE—EIER, NERETETER
B, NMLEREIIERESR, BR{ICFEIFBIUL—UEMEENME, FITELE...

(2:25:14) discover the solutions that work for the model get the right answers we
encourage them and then the model just kind of like gets better over time time okay so
that is the high Lev process for how we train large language models in short we train them
kind of very similar to how we train children and basically the only difference is that
children go through chapters of books and they do all these different types of training
exercises um kind of within the chapter of each book but instead when we train AIS it's
RIFLEBORASER, SRERER, FUEMNEL, REMHENEDOKER, ERATIRIGH, 60, X5
BNFEKESRENABIER, @BMEZ, RIPNEKESRENAXSEFTRTFERUZL, EX LXK
7F, BHIEIHERAET, HEBEPTHESMAREREASIFTHRKES], MEIMIGATEEN. ..
(2:25:41) almost like we kind of do it stage by stage depending on the type of that stage
so first what we do is we do pre-training which as we saw is equivalent to uh basically
reading all the expository material so we look at all the textbooks at the same time and
we read all the exposition and we try to build a knowledge base the second thing then is
we go into the sft stage which is really looking at all the fixed uh sort of like
solutions from Human Experts of all the different kinds of worked Solutions across all the
NP RIRIEARMN RS R, SMEBEITIIG. Bk, BNETIIL, EMFENPAERN, XESTERAREN
HREME, RITANTZFAENERS, FEEPHERS, RERI—MNRE, ARETH, HiIT#HAL
BEHOAME, XTMBREIEEMREAXERHNEMTRARDLENEERRASE, XEHEEET .
(2:26:12) textbooks and we just kind of get an sft model which is able to imitate the
experts but does so kind of blindly it just kind of like does its best guess uh kind of
just like trying to mimic statistically the expert behavior and so that's what you get
when you look at all the work Solutions and then finally in the last stage we do all the
practice problems in the RL stage across all the textbooks we only do the practice
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problems and that's how we get the RL model so on a high level the way we train llms is
very much equivalent uh to

FREERBEMNE MR, HITHLLE— T EEMEAKRE, CrBRAERNME, EXMEREREER, RE
RHEN, BERBEEMNFEIHTEX ERAERNITH. XRERITARFMERALEZERFINER. &, ERE—
DER, BATMERICESIMEBHMPAEBRBENRRME IR, IMEIR, XERITMER TE2LRECFEIN
RE, NEUEEXRE, RINIGKESRENARS...

(2:26:43) the process that we train uh that we use for training of children the next point
I would like to make is that actually these first two stat ages pre-training and surprise
fine-tuning they've been around for years and they are very standard and everyone does
them all the different 1lm providers it is this last stage the RL training that is a lot
more early in its process of development and is not standard yet in the field and so um
this stage is a lot more kind of early and nent and the reason for that is because I
actually skipped over a ton

TS RIEERL, RETRERNE, EKFLFHENME, BFUIGNEEME, BELFEZE, BN
A, FBEFARNKESERRMUPBEHERA, MEEXTRIEFEINBRELRBIEZEPELTERBNME, EX
T E AR AT, RN EOELLEST, EERAR. REEH 7% LY TES...

(2:27:13) of little details here in this process the high level idea is very simple it's
trial and there learning but there's a ton of details and little math mathematical kind of
like nuances to exactly how you pick the solutions that are the best and how much you
train on them and what is the prompt distribution and how to set up the training run such
that this actually works so there's a lot of little details and knobs to the core idea
that is very very simple and so getting the details right here uh is not trivial and so a
lot of companies

XNIRFRNAT, NEMEEE, BIECFEINEIERER, mBdEFS, EEEALEIEPHRSATM
P FRVAMES, LEINEPERERRA R, EXRERARLINGNEE, RERTHNAHER, URIIFERE
NIRRT RILEEERZEFER. N TFXNEUGRNZOEER, B REZATNTERBNMT, FAUEEXEH
T HIESE. Eit, BZRF...

(2:27:40) like for example open and other LM providers have experimented internally with
reinforcement learning fine tuning for 1lms for a while but they've not talked about it
publicly um it's all kind of done inside the company and so that's why the paper from Deep
seek that came out very very recently was such a big deal because this is a paper from
this company called DC Kai in China and this paper really talked very publicly about
reinforcement learning fine training for large language models and how incredibly
important it is for large language

tegn OpenAI FMEAMAKIESREIEEEELTANEW KEEREARCFEIMIFRT T —RINEINEKLE, Bl
LAY, XETRHRELBSNEHITH. XMENTLRII DeepSeek RRAIEN 5 [ TR ARIZELD,
XRBIEXCREHER DC Kai 7], EEBLFHMITICT KIESEENRILEIWMIAE, URXINKIESEERGE
BLEE,

(2:28:12) models and how it brings out a lot of reasoning capabilities in the models we'll
go into this in a second so this paper reinvigorated the public interest of using RL for
1lms and gave a lot of the um sort of n-r details that are needed to reproduce their
results and actually get the stage to work for large langage models so let me take you
briefly through this uh deep seek R1 paper and what happens when you actually correctly
apply RL to language models and what that looks like and what that gives you so the first
thing I'll scroll

EANTHA HRBENESHIZERES, RIS ERFATY, XRIEXEFHA T ARV EXESREPFERRIETE
SIBHER, HAEHTEREZSFMAER, XEEENTEIMMITNER. LRICFEINBEXEEREDLIZERIES
*92. TEHKEENE—T DeepSeek Rl XFiEX, UKRHRIEMMIFRIEFINAFESRENSLERA,
KEMHALHR, BFEH2. RELZEDD....

(2:28:41) to is this uh kind of figure two here where we are looking at the Improvement in
how the models are solving mathematical problems so this is the accuracy of solving
mathematical problems on the a accuracy and then we can go to the web page and we can see
the kinds of problems that are actually in these um these the kinds of math problems that
are being measured here so these are simple math problems you can um pause the video if
you like but these are the kinds of problems that basically the models are being asked to
solve and

XEMEZ, BRITAINUEIREERRYF A S EHSOAE R, XA RIMAERE, FRITAILAARE X
D1, EEXELRVIRNEFRZER, XERSERNHFRE, NRMFER, JUHEIUIEE, XEHMZE
REFESRRBR AR, HE....

(2:29:08) you can see that in the beginning they're not doing very well but then as you
update the model with this many thousands of steps their accuracy kind of continues to
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climb so the models are improving and they're solving these problems with a higher
accuracy as you do this trial and error on a large data set of these kinds of problems and
the models are discovering how to solve math problems but even more incredible than the
quantitative kind of results of solving these problems with a higher accuracy is the
qualitative means

REIUER, —FREENRIHNE, BRESMMEEFITRTRER, SIRERRSE B, i, BaEE
REXAPANBIES E# TR, RETERISE, BRAXLERENARRBERES, BEEXMIRESR
BIER T R F R E. BIRRAXLE A ERRIERX—E8LERBESANRINEHEENRINS
o

(2:29:36) by which the model achieves these results so when we scroll down uh one of the
figures here that is kind of interesting is that later on in the optimization the model
seems to be uh using average length per response uh goes up up so the model seems to be
using more tokens to get its higher accuracy results so it's learning to create very very
long Solutions why are these Solutions very long we can look at them qualitatively here so
basically what they discover is that the model solution get very very long partially

BEXMAN, RELMTXELER, SRNUEETE, XBEE-TEENAR, ERILEH, RENTOERX
O 8 KELFEEM. IRBPRECIFECAESHTCKRSESHAERER, CEFIERBRRKIBRERE. N
FLAXERARZRKIE ? HAITTUNEENBERD . BXL, MIILIRENBRAAREEELK, HBOR

(2:30:07) because so here's a question and here's kind of the answer from the model what
the model learns to do um and this is an immerging property of new optimization it just
discovers that this is good for problem solving is it starts to do stuff like this "wait
wait wait that's Nota moment I can flag here let's reevaluate this step by step to
identify the correct sum can be" so what is the model doing here right the model is
basically re-evaluating steps it has learned that it works better for accuracy to try out
lots of ideas try something from

X BE— MU SRS HNER, RAEPSHNER, XEFNMCIZPHIN MR, ERINXE
BRI E R, EHEXEY : “FF, F-F, XEFNEIHE, REFS—T. UERIT—F S EHT
i, MEEBNEM, " BLAERETXBEIREMALE ? CEALREERNTMESE, BINRIZHEZSREN
B, NFEAEZR..

(2:30:37) different perspectives retrace reframe backtrack is doing a lot of the things
that you and I are doing in the process of problem solving for mathematical questions but
it's rediscovering what happens in your head not what you put down on the solution and
there is no human who can hardcode this stuff in the ideal assistant response this is only
something that can be discovered in the process of reinforcement learning because you
wouldn't know what to put here this just turns out to work for the model and it improves
its accuracy in

BYTFREAERE, B, EFWERR. fREE, EMNVESEBMIRRETRREE PN ERE Y,
BERRERLIMMGARTHNIEELIE, MASERMBRAETLS B, REARTIEENEIFE § PETIREXE
RE, XREERCFEIIEPREAN, BARRAFIEZEXRIREN A, SRAIMXIFHIEEER, HE
e 7T BT

(2:31:04) problem solving so the model learns what we call these chains of thought in your
head and it's an emergent property of the optim of the optimization and that's what's
bloating up the response length but that's also what's increasing the accuracy of the
problem problem solving so what's incredible here is basically the model is discovering
ways to think it's learning what I like to call cognitive strategies of how you manipulate
a problem and how you approach it from different perspectives how you pull in some
analogies or do

FRRIP) AR HOAERSER, FRDMRBIZR T HFR AR PR B4, XEM(CIRPHIMN—MEE. XHRES
ElE KERMWER, BRtERES T REBRANARE, XESANFTNE, EXLERTELAMBENAR, €
EZIEFPGAIARIZERS, g RE. MNARIAEBRERB. NFFESAELEEE. ...

(2:31:34) different kinds of things like that and how you kind of uh try out many
different things over time uh check a result from different perspectives and how you kind
of uh solve problems but here it's kind of discovered by the RL so extremely incredible to
see this emerge in the optimization without having to hardcode it anywhere the only thing
we've given it are the correct answers and this comes out from trying to just solve them
correctly which is incredible um now let's go back to actually the problem that we've been
working with and

HITAENZER, EENEHEBNTRAEREER, URNABRENH, BEXE, XEERDSEIRILFI LN
o EMLIREFRERXERI, MEFEEAUGHITERD, XERXFARNT . HMNIALTEERER,
MXLEHZELSNIEREINIREHEALIN, XENR®E. WE, LHRNERZ—EEHENEE...



File: /home/huangshuai/code/learn-c...hatGPT-Karpathy-tanslation.b®age 51 of 67

(2:32:02) let's take a look at what it would look like uh for uh for this kind of a model
what we call reasoning or thinking model to solve that problem okay so recall that this is
the problem we've been working with and when I pasted it into chat GPT 40 I'm getting this
kind of a response let's take a look at what happens when you give this same query to
what's called a reasoning or a thinking model this is a model that was trained with
reinforcement learning so this model described in this paper DC carl is available on
chat.dec.com uh so this is

EEWNTRIFMAAIEREEZERE RN, BAXNRARET2EN, BE—T, XRHER1—ETITIeHIE
o HFICXMATHELE) ChatGPT 40 REY, 198 TXHMEE. MEILRIES, YERHNEEHATMR
BRI REREAR L EF 2, XTREZEIRICF IR EEKR, XRICPHARRY DC carl HEATL
f£chat.dec.com EfER. FAIMXRE....

(2:32:34) kind of like the company uh that developed is hosting it you have to make sure
that the Deep think button is turned on to get the Rl model as it's called we can paste it
here and run it and so let's take a look at what happens now and what is the output of the
model okay so here's it says so this is previously what we get using basically what's an
sft approach a supervised funing approach this is what we get from the RL model okay let
me try to figure this out so Emily buys

FEHIEEXMERNLNE. RATHRITH “Deep think” IRFAFEEMEA RL #HE, H(TAILUBEFENGEX
BHIET, EREUESRE ML, RENBHEMT2. FH, ERXERN. XER(NzaFEREERA (SFT)
FEEINER, MEBBENREIEREHNER, 76, URREE—T. KFZT ...

(2:33:03) three apples and two oranges each orange cost $2 total is 13 I need to find out
blah blah blah so here you you um as you're reading this you can't escape thinking that
this model is thinking um is definitely pursuing the solution solution it deres that it
must cost $3 and then it says "wait a second let me check my math again to be sure" and
then it tries it from a slightly different perspective and then it says "yep all that
checks out I think that's the answer I don't see any mistakes let me see if there's
another way to

ENERNMRIEF, 8TEF 2 &, BHEE 13 £x, REEEH... FF, SMEXBRAN, fR2F
BREXMERERE, CEEESHFHERAAE, EHHERNNEEER 3 &, ARER “F—T,
IHBRE-THENITE, BRRE", AREMNEHAENAEXRET—E, E&R ‘B8, B, RE[TXM
BEER, BRAUNAMER. REEEESEHMAERK. ..

(2:33:34) approach the problem maybe setting up an equation let's let the cost of one
apple be $8 then blah blah blah yep same answer so definitely each apple is $3 all right
confident that that's correct" and then what it does once it sort of um did the thinking
process is it writes up the nice solution for the human and so this is now considering so
this is more about the correctness aspect and this is more about the presentation aspect
where it kind of like writes it out nicely and uh boxes in the correct answer at the
R, WIFRMIE— 1A, HINME—TERNMER 8 X, AF... BN, BXE—F, IUAEEST
FERE 3 X, 7, HMEXNERRIERN", AF, EiBERiERE, EAAERER T —PFENE
Zo FUXEERZRT ... XESEXTEENERMFE, MXESEXTERARSE, CIEBREEERE
%, 3BINERERIER....

(2:34:05) bottom and so what's incredible about this is we get this like thinking process
of the model and this is what's coming from the reinforcement learning process this is
what's bloating up the length of the token sequences they're doing thinking and they're
trying different ways this is what's giving you higher accuracy in problem solving and
this is where we are seeing these "aha" moments and these different strategies and these
um ideas for how you can make sure that you're getting the correct answer the last point I
wanted to make

EfB. XESNRFNE, BINERTERENBEELE, XRREFISEHERN,. XMESEREFINEKMNER
A, eflEEZ, 2RHTRANAZE. XHETHERADNERSABENRER, BEHNERXL “WE" %),
TR R SE ERS RN RS, RIEANRE—S2 .

(2:34:34) is some people are a little bit nervous about putting you know very sensitive
data into chat.com because this is a Chinese company so people don't um people are a
little bit careful and Cy with that a little bit um deep seek Rl is a model that was
released by this company so this is an open source model or open weights model it is
available for anyone to download and use you will not be able to like run it in its full
um sort of the full model in full Precision you won't run that on a MacBook but uh or like
a local device

BEAXEchat. comERIAIFEHRNBIEE RIB0, HAXZR—RPERE. FIUAMIE... AMMIHILEEREE
M#BMM. DeepSeek Rl BXRNBLMHNER, XB—MHRRENE RS BNERE, ERAMAIUTHE
Fo {RFETE MacBook BSELIRVASMISE LLIEBRBE S TRBNRE, BR..
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(2:35:07) because this is a fairly large model but many companies are hosting the full
largest model one of those companies that I like to use is called together. so when you go
to together. you sign up and you go to playgrounds you can can select here in the chat
deep seek Rl and there's many different kinds of other models that you can select here
these are all state-of-the-art models so this is kind of similar to the hugging face
inference playground that we've been playing with so far but together.
HAAXB—THEANEER, FTEERZAFNTHETENARRRE, REWAN—RLFMW together. o HIF
JhiA] together. , FMEHARRIIRIR, (RAIUEIIXAEHiEE DeepSeek R1, XEFFIFZLHMAREN
REA R, XEMBRFHARE, XBRELTFRITZAI—EEEAN Hugging Face #IEi R, BE
together.....

(2:35:32) a will usually host all the state-of-the-art models so select DT carl um you can
try to ignore a lot of these I think the default settings will often be okay and we can
put in this and because the model was released by Deep seek what you're getting here
should be basically equivalent to what you're getting here now because of the randomness
in the sampling we're going to get something slightly different uh but in principle this
should be uh identical in terms of the power of the model and you should be able to see
the

BESHEMERTHAER, EF DT carl, RAIUZBRRZIZE, REGHRIANREBERTLUL. RiITHEAL
A, AAXMREZH DeepSeek AR, MEXEREINEREAR LWViZMEchat. dec. com LI1GEIBILERE
[Eo EHFREHBENIE, RINEFIREFAENER, ERUN L, MEENEHMNES, SNNZE—HE, RNZ

(2:35:59) same things quantitatively and qualitatively uh but uh this model is coming from
kind of a an American company so that's deep seek and that's the what's called a reasoning
model now when I go back to chat uh let me go to chat here okay so the models that you're
going to see in the drop down here some of them like 01 03 mini 03 mini High Etc they are
talking about uses Advanced reasoning now what this is referring to uses Advanced
reasoning is it's referring to the fact that it was trained by reinforcement learning with
HENEEMNEMLER, BRXMERE—REERT (HAERSHINIRKEE DeepSeek NHENERF,
AIREFAERAEIR ) o XFE DeepSeek, XIMEFTIBAHIEIRE, NERCFWXAE, RITREEXE, 7E
THERPHERMN—LEEE, bl 01, 03 mini, 03 mini High &%, EfIEMRIERT SEMHE, XEFE
NERREAHE, ENRElIEEERILFEINIGN, HE....

(2:36:30) techniques very similar to those of deep C carl per public statements of opening
ey employees uh so these are thinking models trained with RL and these models like GPT 4
or GPT 4 40 mini that you're getting in the free tier you should think of them as mostly
sft models supervised fine tuning models they don't actually do this like thinking as as
you see in the RL models and even though there's a little bit of reinforcement learning
involved with these models and I'll go that into that in a second these are mostly sft
models I think you should

1B4E OpenAl RATHINFAER, BIIERNEARS DeepSeek Rl FEEMML, FAMXLRERRLFEIIIEGHE
EEE, MEFERERRTDFERN GPT 4 3¢ GPT 4 40 mini, REZIDENIEEEEREEMIA (SFT) &
B, ENEFLEHNMRRCFIERPEHITEE, REXERBBSRI—RBLEES, FHERHIIX—<.
FIASIIRELZ e

(2:37:00) think about it that way so in the same way as what we saw here we can pick one
of the thinking models like say 03 mini high and these models by the way might not be
available to you unless you pay a Chachi PT subscription of either $20 per month or $200
per month for some of the top models so we can pick a thinking model and run now what's
going to happen here is it's going to say "reasoning" and it's going to start to do stuff
like this and um what we're seeing here is not exactly the stuff we're seeing here

XHEFE]. RERNEXEFIN—F, HNTLUEE—IBERE, i 03 mini high, IEH—T, R
FEMEAM 20 &l 200 Xt (WF—LTRRRE) B9 ChatGPT ITHEEA, BNXLEARREIRETEER.
BIEF—TNEBEREIET, UAERRENRE, ERER “HEP", ARHHEXEY. KNEXEEINRE

(2:37:29) so even though under the hood the model produces these kinds of uh kind of
chains of thought opening ey chooses to not show the exact chains of thought in the web
interface it shows little summaries of that of those chains of thought and open kind of
does this I think partly because uh they are worried about what's called the distillation
risk that is that someone could come in and actually try to imitate those reasoning traces
and recover a lot of the reasoning performance by just imitating the reasoning uh chains
of

BINATe—H, RETRENPEEXFNTLRE, B OpenAl EREMTURE L AR TAYINDLERE, M
ERTXEREFENFHESL, AN OpenAl ZEHELRER...,. IHEOPMBRIABXL, BEARTERR
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(2:37:58) thought and so they kind of hide them and they only show little summaries of
them so you're not getting exactly what you would get in deep seek as with respect to the
reasoning itself and then they write up the solution so these are kind of like equivalent
even though we're not seeing the full under the hood details now in terms of the
performance uh these models and deep seek models are currently rly on par I would say it's
kind of hard to tell because of the evaluations but if you're paying $200 per month to
open AI

PRI B X L BAREIRRER, RRTERELSS, FIAMEERSME, MEXESINME DeepSeek HiE
INHARTL—F, AREMIAHEE, MUXLEEEMNEE LREFWN, RERITIEEIENERAT. M
HREM S, HFWXLEAREA DeepSeek MIREBRIABMEY, BT HMEHNEREREMEIE., BRUORMFESHR
OpenAIl {4 200 EiT...

(2:38:25) some of these models I believe are currently they basically still look better uh
but deep seek Rl for now is still a very solid choice for a thinking model that would be
available to you um sort of um either on this website or any other website because the
model is open weights you can just download it so that's thinking models so what is the
summary so far well we've talked about reinforcement learning and the fact that thinking
emerges in the process of the optimization on when we basically run RL on many math uh and
kind of code

BIAN BRI —EERERRMAEF—L, B DeepSeek Rl HeMIRR— M IFEASENBEZRAIAR, (RAIUTE
XML EtMLG EERT, RAXMREEZHBINER, FeIUEETH, XMEREERE, B
BE—T I BN TRILFES, UREMNITFZHFMAEEX B TRICFEINCRIIER, BERDZAEN
HRX—F K,

(2:38:57) problems that have verifiable Solutions so there's like an answer three Etc now
these thinking models you can access in for example deep seek or any inference provider
like together. a and choosing deep seek over there these thinking models are also
available uh in chpt under any of the 01 or 03 models but these GPT 4 R models Etc they're
not thinking models you should think of them as mostly sft models now if you are um if you
have a prompt that requires Advanced reasoning and so on you should probably use some of
the

XLERBEBEAIENESR, NERRE 3 £F, NEXLBERE, (RelUEFIU DeepSeek TR
together. XHFMHIETE LFERA, EXLEFE Li%F DeepSeek, XLEBEIRIE ChatGPT AaERE, thal
7£ 01 5¢ 03 RIHREP, Bk GPT 4 R XHFMEE, EIIFERERERE, REIZBENETEEFREERMIER
B, T, MIRMME—NEESLEENIRT, BAIRAIENIZFER—L. ..

(2:39:31) thinking models or at least try them out but empirically for a lot of my use
when you're asking a simpler question there's like a knowledge based question or something
like that this might be Overkill like there's no need to think 30 seconds about some
factual question so for that I will uh sometimes default to just GPT 40 so empirically
about 80 90% of my use is just gp4 and when I come across a very difficult problem like in
math and code Etc I will reach for the thinking models but then I have to wait a bit
longer because

BEEE, FEFEEDVZH—T. BRERNEZE, ERZBBERT, SRE—PIRE2MNEH, inEFEIRAYR
B, FARERAARERATXRT, REBAT —IELMNEEE 30 ¥, FIUEXMERT, RENIIIA
55 GPT 40, 1BIEZM, RAL 80 - 90% WEMHISMNA GPT 4 HIBFIEHMMAM, HNBKFRA
BAEXNEEN, REABERE, ERFRMESFEKNE, FAA..

(2:40:07) they're thinking um so you can access these on chat on deep seek also I wanted
to point out that um AI studio.go.com even though it looks really busy really ugly because
Google's just unable to do this kind of stuff well it's like what is happening but if you
choose model and you choose here Gemini 2.0 flash thinking experimental 01 21 if you
choose that one that's also a a kind of early experiment experimental of a thinking model
by Google so we can go here and we can give it the same problem and click run and this is
also a

el 1ERE, ReIUEWXAE. DeepSeek LERAXLARE, HFMBIEH, AL studio.go.comXPNTE, RE
CEEKEER. BHEE, HASTEXAEMISAAL, ILARRREFIR. BRMRIREXNTE LIERFEE,
¥EE Gemini 2.0 flash thinking experimental 01 21, XtI2RFNW—FRIASCIOMBZER, Bf1aTlL
EXEHARFENRR, REST, XBE—w.

(2:40:31) thinking problem a thinking model that will also do something similar and comes
out with the right answer here so basically Gemini also offers a thinking model anthropic
currently does not offer a thinking model but basically this is kind of like the frontier

development of these llms I think RL is kind of like this new exciting stage but getting
the details right is difficult and that's why all these models and thinking models are
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currently experimental as of 2025 very early 2025 um but this is kind of like
BEEXNEE, XTBEREBMELLMNBEHLHEERTER, EAXL, Gemini M T —MHBERE,
il Anthropic BRIEZEREREZEE, XEATERAEEEENTIAREA . HANRLEEIZ—S
HENFINE, BEIBATHEHAES. IMEAMTAEBE 2025 £4], EXEERE, aEEEEE, B
TR TFREMER, FEXBER....

(2:41:01) the frontier development of pushing the performance on these very difficult
problems using reasoning that is emerging in these optimizations one more connection that
I wanted to bring up is that the discovery that reinforcement learning is extremely
powerful way of learning is not new to the field of AI and one place what we've already
seen this demonstrated is in the game of Go and famously Deep Mind developed the system
alphago and you can watch a movie about it um where the system is learning to play the
game of go against top human

MAEXLEM SRR RIAVHIERIIRIBA TS LMRIMNFTAR R, BEBRI— P XBER, REEIZE
—MREERANFEI AN, XEALSEMEFFEFLM. BIELE—1MTHERTENEERN, FRER
o, Z&H DeepMind AFFAKT AlphaGo R4, MRAIUE—EX FEMER. EXTREHR, EFIESTNEA
KHFNFEE.....

(2:41:32) players and um when we go to the paper underlying alphago so in this paper when
we scroll down we actually find a really interesting plot um that I think uh is kind of
familiar uh to us and we're kind of like we discovering in the more open domain of
arbitrary problem solving instead of on the closed specific domain of the game of Go but
basically what they saw and we're going to see this in 1lms as well as this becomes more
mature is this is the ELO rating of playing game of Go and this is leas dull an extremely
HF. YHKIEE AlphaGo HEHIEKE, MTABDRE, HNLEA—MFEEENER, RIGX MERY
BARIRE SRR, BITMEEEARNIEE RSB ATEHITIER, MARBREEEXMIEEH AN, EE
AL, tFRRINIR, BEKESKRENZERRHNNEREHSTEDR, XTEXRETHNIEHED ELO 3T
7, XEFMA, KA.

(2:42:07) strong human player and here what they are comparing is the strength of a model
learned trained by supervised learning and a model trained by reinforcement learning so
the supervised learning model is imitating human expert players so if you just get a huge
amount of games played by expert players in the game of Go and you try to imitate them you
are going to get better but then you top out and you never quite get better than some of
the top top top players of in the game of Go like LEL so you're never going to reach there
because

BAMAZEETF, XEMIILEREETSEF IINGHNERNETRICF DNGEENE S, HEFEIRAZE
EERBALLTREF, FUNRIMRIRAE T REFRHBHZHE AR, REIKTRRS, BZEREXEIR
B, (RXETEEBEEHAXFNTAREF, BA..

(2:42:38) you're just imitating human players you can't fundamentally go beyond a human
player if you're just imitating human players but in a process of reinforcement learning
is significantly more powerful in reinforcement learning for a game of Go it means that
the system is playing moves that empirically and statistically lead to win to winning the
game and so alphago is a system where it kind of plays against it itself and it's using
reinforcement learning to create rollouts so it's the exact same diagram here but there's
no prompt it's just uh

RRIBERPALEETF, MRIRRZBRN, MITEMER EBBAEETF, EREFINIEERATS, EEM
R ARILY S, BhERAREEBLENERANSI AEREESBMANEE. Alphaco HEXHE—FR
%, eEIBERNFE, HAMARCESISRHITHR, XENREBMAOEEEENBICEIZE—EN, RESERA
=R, ERBu

(2:43:10) because there's no prompt it's just a fixed game of Go but it's trying out lots
of solutions it's trying out lots of plays and then the games that lead to a win instead
of a specific answer are reinforced they're they're made stronger and so um the system is
learning basically the sequences of actions that empirically and statistically lead to
winning the game and reinforcement learning is not going to be constrained by human
performance and reinforcement learning can do significantly better and overcome even the
top players like Lisa

EAERERERETR, AREENEEEN. BESRTEZSMRAAR, SR TRSESE, AEBLERET REF8IHE
B (MAREMIENER) =38R t, TREEME, FIUXNMRAEAR LBEEIPLENERMNFAITHBER
BEmELEENITEIFEY. BIEFEIFEZREFALENRI, EUURNEEF, EEBHGSHAXHFNTNRE
¥,

(2:43:41) Dole and so uh probably they could have run this longer and they just chose to

crop it at some point because this costs money but this is very powerful demonstration of
reinforcement learning and we're only starting to kind of see hints of this diagram in
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larger language models for reasoning problems so we're not going to get too far by just
imitating experts we need to go beyond that set up these like little game environments and
get let let the system discover reasoning traces or like ways of solving problems uh that
are unique

FREA, MTRIBEARILULINGRAREA, RRRARAREEFER T REL, EXER{ILFIN—TIEEE N
IERR. FA1F MIRIFFIATEAIE SR AR R EN S 2P E R R LUXMERFARROIER. (NMURGERREIE
ERSEANZE, BINFEEMX—R, BIRCUNERRIFER, ILRALIIRSHIHEIESIZ SRR

(2:44:14) and that uh just basically work well now on this aspect of uniqueness notice
that when you're doing reinforcement learning nothing prevents you from veering off the
distribution of how humans are playing the game and so when we go back to uh this alphao
search here one of the suggested modifications is called move 37 and move 37 in alphao is
referring to a specific point in time where alphago basically played a move that uh no
human expert would play uh so the probability of this move uh to be played by a human
player was evaluated

XEFEBITZEN WE, XTI, EBIRNE, THITRICFIN, BREFARELERSRE AZR
F AT HIMEM AlphaGo RUEZRIRER, HAp—MRIFAN “$ 37 $" NEEXRE®R. £ AlphaGo A
B, § 37 FHENBEERT —FEAALXETRBAENE, ETH, AXEFEHXSHEOE...
(2:44:48) to be about 1 in 10th ,000 so it's a very rare move but in retrospect it was a
brilliant move so alphago in the process of reinforcement learning discovered kind of like
a strategy of playing that was unknown to humans and but is in retrospect uh brilliant I
recommend this YouTube video um leis do versus alphao move 37 reactions and Analysis and
this is kind of what it looked like when alphao played this move value that's a very
that's a very surprising move I thought I thought it was I thought it was a mistake when I
see this move anyway so

RARFNZ—, ZRFEENN—FTH, BEEER, XB—FSPYHH. P AlphaGo 7E58{LF I IRBHLINT
—TAFKRAMB THEREE, FRERX—RIEIEERH,. HHFARE— YouTube ST, M (FHAEIIHE
AlphaGo : 8 37 HHHARMNESHTY , XEEILIRTHE AlphaGo EHXSHEEER, XFSHIEBEDSANRE, &K
BIXSHINE, EUABIPIKIRE. FEEA T .

(2:45:25) basically people are kind of freaking out because it's a it's a move that a
human would not play that alphago played because in its training uh this move seemed to be
a good idea it just happens not to be a kind of thing that a humans would would do and so
that is again the power of reinforcement learning and in principle we can actually see the
equivalence of that if we continue scaling this Paradigm in language models and what that
looks like is kind of unknown so so um what does it mean to solve problems in such a way
that uh

AT ERBIER, RAXRBARFREN—FH, M AlphaGo ET H%, RATEENINIGSEF, XTHELTF
EMFER, RRMITARALERKINEE, XEXEI T #CFEINAE. B L, RBIEESRE P
Sy BXMEN, HINMEEFEIIXUNER, FTIERRERHAFERNBR. B, U—M...

(2:45:55) even humans would not be able to get how can you be better at reasoning or
thinking than humans how can you go beyond just uh a thinking human like maybe it means
discovering analogies that humans would not be able to uh create or maybe it's like a new
thinking strategy it's kind of hard to think through uh maybe it's a holy new language
that actually is not even English maybe it discovers its own language that is a lot better
at thinking um because the model is unconstrained to even like stick with English uh so
maybe it takes a different

AT RERH A R EATRE A ? YL AREERKHIERTE ? B EBHAN DA
ARIE ? WIFXBHRELIMARTACIERSLL, HER—TEITLRE, XFEHEER. BIFR2—MEHE
5, BEFRRE, UIFRESLXN-—MEAHNTERENERES. RANREARRTEARE, AIUABIFESK

(2:46:27) language to think in or it discovers its own language so in principle the
behavior of the system is a lot less defined it is open to do whatever works and it is
open to also slowly Drift from the distribution of its training data which is English but
all of that can only be done if we have a very large diverse set of problems in which the
these strategy can be refined and perfected and so that is a lot of the frontier LM
research that's going on right now is trying to kind of create those kinds of prompt
distributions that

BEXRRBE, FEFLAUBCHIES. EN L, REMNITHEGRANTHAEYE, EUSHERNERNAE, EE
ALUBBRERIIGHE (WXKIB) WRH. EFrEXEREERIAERESHMNANFEA gL, EXE
AR, XLERBAUEIMENTEE, XMREAERSKESHEAFUAMEEERTHNIE, HELIESM. ..

(2:46:57) are large and diverse these are all kind of like game environments in which the
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1lms can practice their thinking and uh it's kind of like writing you know these practice
problems we have to create practice problems for all of domains of knowledge and if we
have practice problems and tons of them the models will be able to reinforcement learning
reinforcement learn on them and kind of uh create these kinds of uh diagrams but in the
domain of open thinking instead of a closed domain like game of Go there's one more
section within

AR, S CMRERTOH, XEMKEINIFE, NESREAUTHFRKENNEZEN. XAEREGR
B4, HGTAFRBEMIRTMEEIRAS S, MRBANNBEAENESE, BEMAILE LE#HITRLFES, B
AR BHEIHECXFHER, EXBEFRBLTEN, MASEEHEXFOIFANL, BIEFIPEE—HD

(2:47:28) reinforcement learning that I wanted to cover and that is that of learning in
unverifiable domains so so far all of the problems that we've looked at are in what's
called verifiable domains that is any candidate solution we can score very easily against
a concrete answer so for example answer is three and we can very easily score these
Solutions against the answer of three either we require the models to like box in their
answers and then we just check for equality of whatever is in the box with the answer or
you can also use uh

ERANE—T, FREERARIEMHENTES, BEFAL, FIFMHCHREESEFIRIETE, SR, £
ERIERRR S REFIUBRA BHABE— DN EAERHITITD. Alal, BERZ 3, RITAURSZHIREXNERF
THEXLERRF R, HITIUERERBPERIELR, AENEEENNEEEESEE—N, HEMEAIUER. .
(2:47:58) kind of what's called an llm judge so the 1lm judge looks at a solution and it
gets the answer and just basically scores the solution for whether it's consistent with
the answer or not and 1lms uh empirically are good enough at the current capability that
they can do this fairly reliably so we can apply those kinds of techniques as well in any
case we have a concrete answer and we're just checking Solutions again against it and we
can do this automatically with no kind of humans in the loop the problem is that we can't
apply the strategy in

—MANBNKESREITH AL, KESRETTHSRIEERASENER, EXLURHIMBRIREERRES
—,, RIEZK, BRiKIESERENENELREBIF, TLUES A TR F, FAAUEEEERT, REX
MNBEEANER, RAUAXERARKOERRAGE, MABRMIEIUBHTR, TRALTH. BR#EE, X

(2:48:25) what's called unverifiable domains so usually these are for example creative
writing tasks like write a joke about Pelicans or write a poem or summarize a paragraph or
something like that in these kinds of domains it becomes harder to score our different
solutions to this problem so for example writing a joke about Pelicans we can generate
lots of different uh jokes of course that's fine for example we can go to chbt and we can
get it to uh generate a joke about Pelicans uh "so much stuff in their beaks because they
don't bellan in

FrBMARAIIIE S H T EM, BE, XEMIHRENEEEEES, HNE—1X FHBHNKIE E—EFEE
HF—BNFES, TXLEFEP, BENHNE—RBERNARRBRAEH#ITED. I, TE X THEBHEIE
B, HIBARTUERRSAREBEIE, N, FHNTEILTE ChatGPT HiILEAER—1 X FHSMERIKIE @ “EN1HE
BREEFRLZARA, ERAENFSERARESEZE (FES ‘they don't bellan in backpacks'TJgEfF
EERIR, HENR—MIERE ) "

(2:48:57) backpacks"what okay we can uh we can try something else"why don't Pelicans ever
pay for their drinks because they always B it to someone else" haha okay so these models
are not obviously not very good at humor actually I think it's pretty fascinating because
I think humor is secretly very difficult and the model have the capability I think anyway
in any case you could imagine creating lots of jokes the problem that we are facing is how
do we score them now in principle we could of course get a human to look at all

mara, 3B, FATERILORIARIA @ “AHABBMARRENIREIER ? BAENSRIEKIEEANAKLE", B
s, #H. Kint, RAEXEARBFWHAERNHALE, BRESXEERE, AANKINNYRESTERE
1B, TIREERE—ENN. TEEE, FRAUBRERESZSKE BRITERNRRE, NELEITTES
e ? RN L, BATEARLOLE—DAREERE. ..

(2:49:29) these jokes just like I did right now the problem with that is if you are doing
reinforcement learning you're going to be doing many thousands of updates and for each
update you want to be looking at say thousands of prompts and for each prompt you want to
be potentially looking at looking at hundred or thousands of different kinds of
generations and so there's just like way too many of these to look at and so um in
principle you could have a human inspect all of them and score them and decide that okay
maybe this one is funny

XEEE, RRENFHEEVBE. BREET, MRFERTRILES), (REBRTHT EARNEH. SREH
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B, (ReIReBEEERTNMRET, MTFEMER, RAREEERE LTHTRRENERER. XFE—K, FEEEN
ABAZ T, L, RN EEARLUEATREFREASH TS, I NEIERTEEEER, B .
(2:49:56) and uh maybe this one is funny and this one is funny and we could train on them
to get the model to become slightly better at jokes um in the context of pelicans at least
um the problem is that it's just like way too much human time this is an unscalable
strategy we need some kind of an automatic strategy for doing this and one sort of
solution to this was proposed in this paper uh that introduced what's called reinforcement
learning from Human feedback and so this was a paper from open at the time and many of
these

XNMEER, AEETXERINNGER, ILEEDE X TFHEBNKEIERNSHMIT—L, HE82, XKEH
ANRET, XR2— N BHER. BINEEEMENENRERERXNIE, §—EICSRE T —MfR
BE, 5IATFIBMASERRIR{LES) (Reinforcement Learning from Human Feedback, RLHF) . XEH
BY OpenAl AFRH—EILX, IEXMEZIEE....

(2:50:25) people are now um co-founders in anthropic um and this kind of proposed a
approach for uh basically doing reinforcement learning in unverifiable domains so let's
take a look at how that works so this is the cartoon diagram of the core ideas involved so
as I mentioned the native approach is if we just set Infinity human time we could just run
RL in these domains just fine so for example we can run RL as usual if I have Infinity
humans I would I just want to do and these are just cartoon numbers I want to do 1,000
updates where

IMIEZ Anthropic REIMEXSEIIEA. XM EETERANERAIIIEUTHITRILE IRM T —EER, BITK
EECRUAIEN, XEMXZROBENTEE., ENRIERN, FHNAEE, NRELXRIASINIE, i
BIDATERX LLATNTR) # TR F S B0, FITAIUGEE —H#1TRICES), MRFBEERZHA, B (XE
RRBIEHHKF) #H1T 1000 XEH, SXEHM...

(2:50:58) each update will be on 1,000 prompts and in for each prompt we're going to have
1,000 roll outs that we're scoring so we can run RL with this kind of a setup the problem
is in the process of doing this I will need to run one I will need to ask a human to
evaluate a joke a total of 1 billion times and so that's a lot of people looking at really
terrible jokes so we don't want to do that so instead we want to take the arlef approach
so um in our Rel of approach we are kind of like the the core trick is that of indirection
so we're going to

3 1000 MR, FFEMER, HMNEW 1000 MERLERHFITIED . HMALURRXMIGEHRITRILE
o BREE, EXMEEF, REHFEILATG 10 2XXKE, XEKERSAEEREREFTHFENKIE,
BINHAEXEM, PRUFEITIRA RLHF X#MAE, £ RLHF &R, RORTGEEET G, RE...
(2:51:33) involve humans just a little bit and the way we cheat is that we basically train
a whole separate neural network that we call a reward model and this neural network will
kind of like imitate human scores so we're going to ask humans to score um roll we're
going to then imitate human scores using a neural network and this neural network will
become a kind of simulator of human preferences and now that we have a neural network
simulator we can do RL against it so instead of asking a real human we're asking a
simulated human for

Rt AKEBEDETE, BRMER, BITIIE—NTE2MIINBENE, MZARMEE, XTHEMBEER
AERIFD. BIDEAERERERH#ITESD, AERABEMERZHEXLITS, XITBEMEMSE SR
HIEBIER. MR T X THEMBIRLIEE, RITMAIUETEH#ITRILFE S, AL, BITTEERIESSMAZE, M
EWEREY “AZE" K.

(2:52:06) their score of a joke as an example and so once we have a simulator we're often
racist because we can query it as many times as we want to and it's all whole automatic
process and we can now do reinforcement learning with respect to the simulator and the
simulator as you might expect is not going to be a perfect human but if it's at least
statistically similar to human judgment then you might expect that this will do something
and in practice indeed uh it does so once we have a simulator we can do RL and everything
works great so let

WN—PNEREHITIESD, BEDOF. —EFTRMERR, RIMAEST, AARINTAILUBEEZAERE, MAX
TEEEMEEE, MERNTTUBRFXMEBIZHITRILF S, [EAIRETRETIEIN, XMEREHFT2EFRT
BEXMAZ, BIIREERIT EEDSALHEEL, BARAIESALERER—EFH. KL, WM
b, —BETERLIEE, BITMAILUHITRICES, —PIUFEHEIRF, BBATKINTEK.....

(2:52:35) me show you a cartoon diagram a little bit of what this process looks like
although the details are not 100 like super important it's just a core idea of how this
works so here I have a cartoon diagram of a hypothetical example of what training the
reward model would look like so we have a prompt like "write a joke about picans" and then
here we have five separate roll outs so these are all five different jokes just like this
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one now the first thing we're going to do is we are going to ask a human to uh order these
jokes from the best to

S[IRET—TXTMIENTEE, ERAERAETAZIEEE, XBRERECHIROIERE, XEF—MRIZA
BlF, BRiGRMERNEE, RITE—MRT, kil “BE—PXx FHEIBNEE", AEERNTRNERS
R, BREXE, BIEMNE—HERIUL— DAL ENRIFIIREHTTHF.

(2:53:05) worst so this is uh so here this human thought that this joke is the best the
funniest so number one joke this is number two joke number three joke four and five so
this is the worst joke we're asking humans to order instead of give scores directly
because it's a bit of an easier task it's easier for a human to give an ordering than to
give precise scores now that is now the supervision for the model so the human has ordered
them and that is kind of like their contribution to the training process but now
separately what we're

FRLL BPANNARDNRIERRS. RBEEBN, FIMUBERESE—, XTEEZD, £=1, B0, BAD,
XPBRENKIE, KITLAZSHITHEMARERITD, RAXZ—UTHENERNES, WAZEKHR, BiFELis
BRI ER S, I7E, XUABHRENGEEER. AXTRTHF, XESMITIIIIZRTM. BI7E,
BITEZS R — 4 E.....

(2:53:36) going to do is we're going to ask a reward model uh about its scoring of these
jokes now the reward model is a whole separate neural network completely separate neural
net um and it's also probably a transform uh but it's not a language model in the sense
that it generates diverse language Etc it's just a scoring model so the reward model will
take as an input The Prompt number one and number two a candidate joke so um those are the
two inputs that go into the reward model so here for example the reward model would
BINEILRFMRE XL KEFHITITD . KMERER— N TLIIIMNMERLE, TrlsethE@E T Transformer 52
1, BERRHMREMZSHFESHIESRE, ERE—TDEE, RpREIFRTIIMREKIEENEA, X
ABHWARRMEENETIAR. Fli, EXE, RRER...

(2:54:09) be taken this prompt and this joke now the output of a reward model is a single
number and this number is thought of as a score and it can range for example from Z to one
so zero would be the worst score and one would be the best score so here are some examples
of what a hypothetical reward model at some stage in the training process would give uh s
scoring to these jokes so 0.

MR NEIFEERNRA. XIMERENEHE—TR2—NEF, XTEFRAADE, Fit0, SECCERIU
M0 F 1, 0 RERENSE, 1 RARIFNSH. XERTIGIREREDME, —MRIZHRMIER XL
KiETHRA, than, o.

(2:54:33) 1 is a very low score 08 is a really high score and so on and so now um we
compare the scores given by the reward model with uh the ordering given by the human and
there's a precise mathematical way to actually calculate this uh basically set up a loss
function and calculate a kind of like a correspondence here and uh update a model based on
it but I just want to give you the intuition which is that as an example here for this
second joke the the human thought that it was the funniest and the model kind of agreed
right 08 is a relatively high

1 2—MEENSE, 0.8 E— 1M EEMNSE, FE, WE, FIMTFRMERL ENSEES AERNHIFH#HITHR.
B BHRINRER ERAITENTE, BEXLMRBIRE—MRARRE, TERECENEMNN X R, HiEWLE
FRE, ERRABBILFETEMNIERE, Fli0, WFEZNKE, AKANERREER, REWILRIAE, %t
E?0.8 E—MMENEREND K.

(2:55:06) score but this score should have been even higher right so after an update we
would expect that maybe this score should have been will actually grow after an update of
the network to be like say 081 or something um for this one here they actually are in a
massive disagreement because the human thought that this was number two but here the the
score is only 0.

BENMOBHEENIZER, WE?FAUE—REHZE, RMNESPEX M BEMBEHRGEIEIIEK, gk
B 0.81 %M., HWFXMEE, AXHERNEEFERASE, BAAZANTHESES, BERAHIHHI
g o.

(2:55:28) 1 and so this score needs to be much higher so after an update on top of this um
kind of a supervision this might grow a lot more like maybe it's 0.15 or something like
that um and then here the human thought that this one was the worst joke but here the
model actually gave it a fairly High number so you might expect that after the update uh
this would come down to maybe 3 3.

1, UM DHFREAERS. EETXMEEHITENG, EHURSAEEK, HigKs 0.15 £46. A
E, ¥FEDKE, ABKIANNEZRREN, EBEEIFLELETE—THIESNI . PIURAIRSEEEHZ
&, RTAEETRER TR, i, 0.35 Ao

(2:55:50) 5 or something like that so basically we're doing what we did before we're
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slightly nudging the predictions from the models using a neural network training process
and we're trying to make the reward model scores be consistent with human ordering and so
um as we update the reward model on human data it becomes better and better simulator of
the scores and orders uh that humans provide and then becomes kind of like the the neural
the simulator of human preferences which we can then do RL against but critically we're
not asking humans one billion times to look at a

FRAEAR L, BAMMHME—F, BT HEME)GSIEREVTNHITHIE, HELLRMREN DS A
B —E. P, BEBERNBARBEEHRRMERE, CRMREERBARL BB, #HMmEAAZ
RIFRIMEMEIELER. ZHERNUAIUBRTEHITRILFES. XBE, HNFBILALEE 10 ZRKE, M

(2:56:25) joke we're maybe looking at th000 prompts and five roll outs each so maybe 5,000
jokes that humans have to look at in total and they just give the ordering and then we're
training the model to be consistent with that ordering and I'm skipping over the
mathematical details but I just want you to understand a high level idea that uh this
reward model is do is basically giving us this scour and we have a way of training it to
be consistent with human orderings and that's how rhf works okay so that is the rough idea
we basically train

AIRERILAZKEE 1000 NMER, 8MRTHE 5 MEMRER, FAIUALSHRABRTESE 5000 PMKIEHSA
HEEE. AERHIMPNFERE, FHEXLHRE—N, BRI THFAT, IZBILMER—DARBIBLR | XM
FRBEER FRBEERIRMSE, HARNMNEBEDMRIIEE, FEEAENBIREFRE—X, XHME RLHF IR
B, i1, XMEBABMNER, HRITEXLZILK. ..

(2:57:25) simulators of humans and RL with respect to those simulators now I want to talk
about first the upside of reinforcement learning from Human feedback the first thing is
that this allows us to run reinforcement learning which we know is incredibly powerful
kind of set of techniques and it allows us to do it in arbitrary domains and including the
ones that are unverifiable so things like summarization and poem writing joke writing or
any other creative writing really uh in domains outside of math and code Etc now
empirically what we see when we

AERFERIEE, HETXERUSEHAITRICFS, MERBERRALRFERICFINMNR. Bk, TiLH(
BESEARRILES), HNMEBR(CFIB—AFERANKAR, EERNEBTERIE, SERAEIEAFEH
17981L¥ S, tHINBLE. BiF. BEXREHHEMEMFCEUERE, TERFMABREFRRZNNMREESH, WE, N
ZBEE, HE]...

(2:57:53) actually apply rhf is that this is a way to improve the performance of the model
and uh I have a top answer for why that might be but I don't actually know that it is like
super well established on like why this is you can empirically observe that when you do
rhf correctly the models you get are just like a little bit better um but as to why is I
think like not as clear so here's my best guess my best guess is that this is possibly
mostly due to the discriminator generator Gap what that means is that in many

SCRRM A RLHF BY, FAMIXE—MRSREEENS H HE- N X TAFLASZHEREN, BRFHEXD
BREERELRFIROWIE. RAUMER LS, HIEMNA RLHF N, SRINREBLSE —LigH, BX
TFEGRR, REGEFZRFE. RRFHFNE, XAEEERHETHRISMEMRSRBNERE, XEKRETE

(2:58:26) cases it is significantly easier to discriminate than to generate for humans so
in particular an example of this is um in when we do supervised fine-tuning right sft
we're asking humans to generate the ideal assistant response and in many cases here um as
I've shown it uh the ideal response is very simple to write but in many cases might not be
so for example in summarization or poem writing or joke writing like how are you as a
human assist as a human labeler um supposed to give the ideal response in these cases it
requires creative human

BERT, WMAFRY, HFILLERERZTE. EAN—10IFE, SRMTHTEEMA (SFT) B, FHITLAZE
ERGEENBFLEE, FRZBFELAT, MERETIN, BERERESE, BRERSHMB R TaIseHIFLt,
tnE R4, BERNRERIEN, FAASIER, (RIS HEERE SR ? EXEERT, FEAZHTTE
EIEEF..

(2:59:33) writing to do that and so rhf kind of sidesteps this because we get um we get to
ask people a significantly easier question as a data labelers they're not asked to write
poems directly they're just given five poems from the model and they're just asked to
order them and so that's just a much easier task for a human labeler to do and so what I
think this allows you to do basically is it um it kind of like allows a lot more higher
accuracy data because we're not asking people to do the generation task which can be
extremely difficult like we're

FHETEM. M RLHF E—EEE LBATXNEE, EAFEAERESR, BIBLAMNEE-—TES552HE,
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I FAE#EER, REFINERERNAER, ARNEN#HITERF. fIUAXHAETEIRRREZ—NB5ES
HES. FRARIANXFMER ERJIRINES ERRENEE, RARITEEILANETR AR EREEMERN R
£55, teal...

(3:00:06) not asking them to do creative writing we're just trying to get them to
distinguish between creative writings and uh find the ones that are best and that is the
signal that humans are providing just the ordering and that is their input into the system
and then the system in rhf just discovers the kinds of responses that would be graded well
by humans and so that step of indirection allows the models to become a bit better so that
is the upside of our LF it allows us to run RL it empirically results in better models and
BITRBILMITAITENEEEE, AR TRENLIERFR, FHSEFIRL, XHBAERMENE
5, UNEHFER, XMEMITHARRAFHANS, AEE RLHF 1, RASRMIPLREFIIALERZ TN
ElE. PRAUXMIEHEMNA VLR RIVSEIF—L, XME RLHF NS, TiEEITERHTRIEES, NEER L
BRSREFAER, HE...

(3:00:38) it allows uh people to contribute their supervision uh even without having to do
extremely difficult tasks um in the case of writing ideal responses unfortunately our HF
also comes with significant downsides and so um the main one is that basically we are
doing reinforcement learning not with respect to humans and actual human judgment but with
respect to a lossy simulation of humans right and this lossy simulation could be
misleading because it's just a it's just a simulation right it's just a language model
that's kind of outputting scores

EEEANMELTHERITRERMERES, BeBRamtinnEs. REEAREME, F=ME, RITHAZL
R (HF) BEEEZNRS. FEN—RE, EXLERNAME#ITHRICFES), HIERTFEIHAIMALNER
HE, MEETHALN—MERFEREL, WIB ? MXMERENERLERERTEIRS, RAENE—MHE
Bl, AR RAEHSEAESEE,

(3:01:09) and it might not perfectly reflect the opinion of an actual human with an actual
brain in all the possible different cases so that's number one which is actually something
even more subtle and devious going on that uh really dramatically holds back our LF as a
technique that we can really scale to significantly um kind of Smart Systems and that is
that reinforcement learning is extremely good at discovering a way to game the model to
game the simulation so this reward model that we're constructing here that gives the
course

MEEFREAENARBRT, BT ETERM—MIEELARMNELALENE R, FINXZE—R, KM
EXEREFELEEAHYHBRFRIER, XRAERS THNALERS (HF) (FA—MEeBEERMERAT
BRERFANRA, WREH, BICFIFEB/KED)—MAER “iF" EE, B “iF" XMEL AU
TR R NE D AV R R EL....

(3:01:43) these models are Transformers these Transformers are massive neurals they have
billions of parameters and they imitate humans but they do so in a kind of like a
simulation way now the problem is that these are massive complicated systems right there's
a billion parameters here that are outputting a single score it turns out that there are
ways to gain these models you can find kinds of inputs that were not part of their
training set and these inputs inexplicably get very high scores but in a fake way so very
often what you find

XLEAERZE Transformer #&RE, XL Transformer HWEZAMENHEME, SNHEHRH TS, HER
A, BENBU—TMEBIANREITER. AENRRE, XERAMER 8 2NRE, WE? XEEH+
ZABEEE— T E—ND. FLIR, FE—EHAAN “TiF" XERE, RAbURE—EHIFCIIgRSE
—EIEARE, MXERASEREYMSIIFESNOE, BNZU—MERNAN. I, MEERR

(3:02:17) if you run our lch for very long so for example if we do 1,000 updates which is
like say a lot of updates you might expect that your jokes are getting better and that
you're getting like real bangers about Pelicans but that's not EXA exactly what happens
what happens is that uh in the first few hundred steps the jokes about Pelicans are
probably improving a little bit and then they actually dramatically fall off the cliff and
you start to get extremely nonsensical results like for example you start to get um the
top joke about

(3:02:45) Pelicans starts to be the and this makes no sense right like when you look at it
why should this be a top joke but when you take the the and you plug it into your reward
model you'd expect score of zero but actually the reward model loves this as a joke it
will tell you that the the the theth is a score of 1.

INRIFKBNEREITERIANE S RAIIZI 2 (LLani# T 1000 XEH, XEREEXEHT) , (RAIEIHALRN
KIETIFEL, LNER—EX TERIEEHRNRE, EXMERAETEMIt. KREENRE, Ef/LlES
B, XTHBHIRKIETRIA—RAE, RARCNKELZRRI TR, RARSIRETIBNGR, fW, [HAFHE
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8. RTHBHRERIEARERXEF (RRZ2ELEXHNAD) , XEXLEE, WE?HEHFEIEH, |
Bt LAXRR— TRERIER ? BERUMMIECHATRIRMER P, (REALSINOHEE, BEMHFERR
REABEEERIBESEF—1KIE, ESHRMTXZABTHNIEE L

(3:03:06) Z this is a top joke and this makes no sense right but it's because these models
are just simulations of humans and they're massive neural lots and you can find inputs at
the bottom that kind of like get into the part of the input space that kind of gives you
nonsensical results these examples are what's called adversarial examples and I'm not
going to go into the topic too much but these are adversarial inputs to the model they are
specific little inputs that kind of go between the nooks and crannies of the model and
give nonsensical results at

XR— T ®REXKE, XELEE, WE? EXERAXLEER QZALNEL, MEEIZAMENHIMLE,
REJLGRE—EimA, XERASEATBAZBNFELELRS, NIFERBNER, XEFFRFATNET
B, BFRIZRARXMER, EXLEZRENTHMERA. EMNE—ERHEN/NMEA, SERENEZNAEZZE
HZEF, HEMSBEERENER,

(3:03:33) the top now here's what you might imagine doing you say okay the the the is
obviously not score of one um it's obviously a low score so let's take the the the the the
let's add it to the data set and give it an ordering that is extremely bad like a score of
five and indeed your model will learn that the D should have a very low score and it will
give it score of zero the problem is that there will always be basically infinite number
of nonsensical adversarial examples hiding in the model if you iterate this process many
times

ME, XEFEESBIEMNE. MR, B, EEXAD) EATZE 1 29, EERARMED. P, 18
MNMME (XXAR) Kix, IBERNEBEEDR, AERLE—MRENHE, il 5 5. " BXE, MRERF
3 (XRAD) NEZF—TIHBENSY, HFEERKTEITH 0 9, BEE, MRFEREEXNIE, XL
ERBE P ERIZEE TS TRETE XIS TR

(3:04:02) and you keep adding nonsensical stuff to your reward model and giving it very
low scores you can you'll never win the game uh you can do this many many rounds and
reinforcement learning if you run it long enough will always find a way to gain the model
it will discover adversarial examples it will get get really high scores uh with
nonsensical results and fundamentally this is because our scoring function is a giant
neural nut and RL is extremely good at finding just the ways to trick it uh so long story
short you always run rhf put

(3:04:37) for maybe a few hundred updates the model is getting better and then you have to
crop it and you are done you can't run too much against this reward model because the
optimization will start to game it and you basically crop it and you call it and you ship
it um and uh you can improve the reward model but you kind of like come across these
situations eventually at some point so rhf basically what I usually say is that RF is not
RL and what I mean by that is I mean RF is RL obviously but it's not RL in the magical
sense this is not RL

(3:05:12) that you can run indefinitely these kinds of problems like where you are getting
con correct answer you cannot gain this as easily you either got the correct answer or you
didn't and the scoring function is much much simpler you're just looking at the boxed area
and seeing if the result is correct so it's very difficult to gain these functions but uh
gaming a reward model is possible now in these verifiable domains you can run RL
indefinitely you could run for tens of thousands hundreds of thousands of steps

REIRAETHERFRE DTN EREXHAS, HATIRENSE, FRKTHITEEXT %" PEM, R
AU ITRS RS XFRVEE, MREFINRSITHNEEBK, SRAEWI—M “IiF" BENAE ER
EUFHETA, RR/EEXEXNERINRFPIEESNDIH. MBRELEFRH, XRERAFEANTRITFDHEE—1NE
RBREZMER, MaR{LFEIREBKIIIRE NG %o

FRAKIERR, HIRSITTETAERIGNRLEES (RLHF) B, WFERIJLEREHT, REIBRIOE, ABMR
MBAUZ LR, FAAIMRIRET XM RMERSITAZR, MEBREREFE “TiF" KRB, FUERLRER
1EIER, ERX—IBEHEMIRE, (RAIUSUHRMER, BEENHMRTRATRRERXEFNE L.

FAIUEAR L, RERETALERIZIRLEFS (RLHF) FREEEX ERBER(IEFES RL) . HHWEERZ, RLHF £
REFRILFES (RL) BGEE, BEERERRMHEEHTURNBRILE S, XAEIMIREIUTRGSITRERILS
3o BEPBLMFEFHERBRMBER, MENEBLESM “IF" €, MEABIERER, BEARTI,
METDHBBEERFS, MAREEREXE, EEEARESER, FIUURE “iF" XEHK.
BERETXMERT, “F" —IREEZEAEN, EXERRIERNMTRE, REIUTREME 7RIS
3, fRALGEITHAR. EEH AR

(3:05:40) and discover all kinds of really crazy strategies that we might not even ever

think about of Performing really well for all these problems in the game of Go there's no
way to to beat to basically game uh the winning of a game or the losing of a game we have
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a perfect simulator we know all the different uh where all the stones are placed and we
can calculate uh whether someone has won or not there's no way to gain that and so you can
do RL indefinitely and you can eventually be beat even leol but with models like this
which are gameable

(3:06:12) you cannot repeat this process indefinitely so I kind of see rhf as not real RL
because the reward function is gameable so it's kind of more like in the realm of like
little fine-tuning it's a little it's a little Improvement but it's not something that is
fundamentally set up correctly where you can insert more compute run for longer and get
much better and magical results so it's it's uh it's not RL in that sense it's not RL in
the sense that it lacks magic um it can find you in your model and get a better
performance and

(3:06:44) indeed if we go back to chat GPT the GPT 40 model has gone through rhf because
it works well but it's just not RL in the same sense rlf is like a little fine tune that
slightly improves your model is maybe like the way I would think about it okay so that's
most of the technical content that I wanted to cover I took you through the three major
stages and paradigms of training these models pre-training supervised fine tuning and
reinforcement learning and I showed you that they Loosely correspond to the process we
already use for

(3:07:13) teaching children and so in particular we talked about pre-training being sort
of like the basic knowledge acquisition of reading Exposition supervised fine tuning being
the process of looking at lots and lots of worked examples and imitating experts and
practice problems the only difference is that we now have to effectively write textbooks
for 1lms and AIS across all the disciplines of human knowledge and also in all the cases
where we actually would like them to work like code and math and you know basically all
the other disciplines so

(3:07:44) we're in the process of writing textbooks for them refining all the algorithms
that I've presented on the high level and then of course doing a really really good job at
the execution of training these models at scale and efficiently so in particular I didn't
go into too many details but these are extremely large and complicated distributed uh sort
of um jobs that have to run over tens of thousands or even hundreds of thousands of gpus
and the engineering that goes into this is really at the stateof the art of what's
possible with computers at

(3:08:14) that scale so I didn't cover that aspect too much but um this is very kind of
serious and they were underlying all these very simple algorithms ultimately now I also
talked about sort of like the theory of mind a little bit of these models and the thing I
want you to take away is that these models are really good but they're extremely useful as
tools for your work you shouldn't uh sort of trust them fully and I showed you some
examples of that even though we have mitigations for hallucinations the models are not
perfect and they will

(3:08:45) hallucinate still it's gotten better over time and it will continue to get
better but they can hallucinate in other words in in addition to that I covered kind of
like what I call the Swiss cheese uh sort of model of 1lm capabilities that you should
have in your mind the models are incredibly good across so many different disciplines but
then fail randomly almost in some unique cases so for example what is bigger 9.11 or 9.
(3:09:08) 9 like the model doesn't know but simultaneously it can turn around and solve
Olympiad questions and so this is a hole in the Swiss cheese and there are many of them
and you don't want to trip over them so don't um treat these models as infallible models
check their work use them as tools use them for inspiration use them for the first draft
but uh work with them as tools and be ultimately respons responsible for the you know
product of your work and that's roughly what I wanted to talk about this is how they're
trained

(3:09:41) and this is what they are let's now turn to what are some of the future
capabilities of these models uh probably what's coming down the pipe and also where can
you find these models I have a few blow points on some of the things that you can expect
coming down the pipe the first thing you'll notice is that the models will very rapidly
become multimodal everything I talked about above concerned text but very soon we'll have
1lms that can not just handle text but they can also operate natively and very easily over
audio so they can hear

(3:10:08) and speak and also images so they can see and paint and we're already seeing the
beginnings of all of this uh but this will be all done natively inside inside the language
model and this will enable kind of like natural conversations and roughly speaking the
reason that this is actually no different from everything we've covered above is that as a
baseline you can tokenize audio and images and apply the exact same approaches of
everything that we've talked about above so it's not a fundamental change it's just uh
it's

(3:10:36) just a to we have to add some tokens so as an example for tokenizing audio we
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can look at slices of the spectrogram of the audio signal and we can tokenize that and
just add more tokens that suddenly represent audio and just add them into the context
windows and train on them just like above the same for images we can use patches and we
can separately tokenize patches and then what is an image an image is just a sequence of
tokens and this actually kind of works and there's a lot of early work in this direction
and so we can

(3:11:07) just create streams of tokens that are representing audio images as well as text
and interpers them and handle them all simultaneously in a single model so that's one
example of multimodality uh second something that people are very interested in is
currently most of the work is that we're handing individual tasks to the models on kind of
like a silver platter like please solve this task for me and the model sort of like does
this little task but it's up to us to still sort of like organize a coherent execution of
(3:11:35) tasks to perform jobs and the models are not yet at the capability required to
do this in a coherent error correcting way over long periods of time so they're not able
to fully string together tasks to perform these longer running jobs but they're getting
there and this is improving uh over time but uh probably what's going to happen here is
we're going to start to see what's called agents which perform tasks over time and you you
supervise them and you watch their work and they come up to once in a while report
progress and so on so we're

(3:12:07) going to see more long running agents uh tasks that don't just take you know a
few seconds of response but many tens of seconds or even minutes or hours over time uh but
these uh models are not infallible as we talked about above so all of this will require
supervision so for example in factories people talk about the human to robot ratio uh for
automation I think we're going to see something similar in the digital space where we are
going to be talking about human to agent ratios where humans becomes a lot more
supervisors of agent

(3:12:36) tasks um in the digital domain uh next um I think everything is going to become
a lot more pervasive and invisible so it's kind of like integrated into the tools and
everywhere um and in addition kind of like computer using so right now these models aren't
able to take actions on your behalf but I think this is a separate bullet point um if you
saw chpt launch the operator then uh that's one early example of that where you can
actually hand off control to the model to perform you know keyboard and mouse actions on
your

(3:13:10) behalf so that's also something that that I think is very interesting the last
point I have here is just a general comment that there's still a lot of research to
potentially do in this domain main one example of that uh is something along the lines of
test time training so remember that everything we've done above and that we talked about
has two major stages there's first the training stage where we tune the parameters of the
model to perform the tasks well once we get the parameters we fix them and then we deploy
the model

(3:13:35) for inference from there the model is fixed it doesn't change anymore it doesn't
learn from all the stuff that it's doing a test time it's a fixed um number of parameters
and the only thing that is changing is now the token inside the context windows and so the
only type of learning or test time learning that the model has access to is the in context
learning of its uh kind of like uh dynamically adjustable context window depending on like
what it's doing at test time so but I think this is still different from humans who
actually are

(3:14:05) able to like actually learn uh depending on what they're doing especially when
you sleep for example like your brain is updating your parameters or something like that
right so there's no kind of equivalent of that currently in these models and tools so
there's a lot of like um more wonky ideas I think that are to be explored still and uh in
particular I think this will be necessary because the context window is a finite and
precious resource and especially once we start to tackle very long running multimodal
tasks and we're

(3:14:30) putting in videos and these token windows will basically start to grow extremely
large like not thousands or even hundreds of thousands but significantly beyond that and
the only trick uh the only kind of trick we have Avail to us right now is to make the
context Windows longer but I think that that approach by itself will will not will not
scale to actual long running tasks that are multimodal over time and so I think new ideas
are needed in some of those disciplines um in some of those kind of cases in the main
where these

(3:14:58) tasks are going to require very long contexts so those are some examples of some
of the things you can um expect coming down the pipe let's now turn to where you can
actually uh kind of keep track of this progress and um you know be up to date with the
latest and grest of what's happening in the field so I would say the three resources that
I have consistently used to stay up to date are number one El Marina uh so let me show you
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El Marina this is basically an llm leader board and it ranks all the top models

(3:15:30) and the ranking is based on human comparisons so humans prompt these models and
they get to judge which one gives a better answer they don't know which model is which
they're just looking at which model is the better answer and you can calculate a ranking
and then you get some results and so what you can hear is what you can see here is the
different organizations like Google Gemini for example that produce these models when you
click on any one of these it takes you to the place where that model is hosted and then
here we see Google is

(3:15:57) currently on top with open AI right behind here we see deep seek in position
number three now the reason this is a big deal is the last column here you see license
deep seek is an MIT license model it's open weights anyone can use these weights uh anyone
can download them anyone can host their own version of Deep seek and they can use it in
what whatever way they like and so it's not a proprietary model that you don't have access
to it's it's basically an open weight release and so this is kind of unprecedented that a
model this strong

(3:16:27) was released with open weights so pretty cool from the team next up we have a
few more models from Google and open Ai and then when you continue to scroll down you
start to see some other Usual Suspects so xai here anthropic with son it uh here at number
14 and um then meta with 1lama over here so llama similar to deep seek is an open weights
model and so uh but it's down here as opposed to up here now I will say that this
leaderboard was really good for a long time I do think that in the last few months it's
become a little bit

(3:17:05) gamed um and I don't trust it as much as I used to I think um just empirically I
feel like a lot of people for example are using a Sonet from anthropic and that it's a
really good model so but that's all the way down here um in number 14 and conversely I
think not as many people are using Gemini but it's racking really really high uh so I
think use this as a first pass uh but uh sort of try out a few of the models for your
tasks and see which one performs better the second thing that I would point to is the uh
AI news uh newsletter so AI

(3:17:41) news is not very creatively named but it is a very good newsletter produced by
swix and friends so thank you for maintaining it and it's been very helpful to me because
it is extremely comprehensive so if you go to archives uh you see that it's produced
almost every other day and um it is very comprehensive and some of it is written by humans
and curated by humans but a lot of it is constructed automatically with 1lms so you'll see
that these are very comprehensive and you're probably not missing anything major if you go
through it of course

(3:18:09) you're probably not going to go through it because it's so long but I do think
that these summaries all the way up top are quite good and I think have some human
oversight uh so this has been very helpful to me and the last thing I would point to is
just X and Twitter uh a lot of um AI happens on X and so I would just follow people who
you like and trust and get all your latest and greatest uh on X as well so those are the
major places that have worked for me over time and finally a few words on where you can
find the models and where

(3:18:38) can you use them so the first one I would say is for any of the biggest
proprietary models you just have to go to the website of that LM provider so for example
for open a that's uh chat I believe actually works now uh so that's for open AI now for or
you know for um for Gemini I think it's gem. google.

(3:18:58) com or AI Studio I think they have two for some reason that I don't fly
understand no one does um for the open weights models like deep SE CL Etc you have to go
to some kind of an inference provider of LMS so my favorite one is together together. a
and I showed you that when you go to the playground of together. a then you can sort of
pick lots of different models and all of these are open models of different types and you
can talk to them here as an example um now if you'd like to use a base model like um you
know a base model

(3:19:28) then this is where I think it's not as common to find base models even on these
inference providers they are all targeting assistants and chat and so I think even here I
can't I couldn't see base models here so for base models I usually go to hyperbolic
because they serve my 1lama 3.1 base and I love that model and you can just talk to it
here so as far as I know this is this is a good place for a base model and I wish more
people hosted base models because they are useful and interesting to work with in some
cases finally you can also

(3:19:58) take some of the models that are smaller and you can run them locally and so for
example deep seek the biggest model you're not going to be able to run locally on your
MacBook but there are smaller versions of the deep seek model that are what's called
distilled and then also you can run these models at smaller Precision so not at the native
Precision of for example fp8 on deep seek or you know bfle 1lama but much much lower than
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that um and don't worry if you don't fully understand those details but you can run
smaller versions

(3:20:27) that have been distilled and then at even lower precision and then you can fit
them on your uh computer and so you can actually run pretty okay models on your laptop and
my favorite I think place I go to usually is LM studio uh which is basically an app you
can get and I think it kind of actually looks really ugly and it's I don't like that it
shows you all these models that are basically not that useful like everyone just wants to
run deep seek so I don't know why they give you these 500 different types of models
they're really

(3:20:53) complicated to search for and you have to choose different distillations and
different uh precisions and it's all really confusing but once you actually understand how
it works and that's a whole separate video then you can actually load up a model like here
I loaded up a llama 3 uh2 instruct 1 billion and um you can just talk to it so I ask for
Pelican jokes and I can ask for another one and it gives me another one Etc all of this
that happens here is locally on your computer so we're not actually going to anywhere
anyone else

(3:21:22) this is running on the GPU on the MacBook Pro so that's very nice and you can
then eject the model when you're done and that frees up the ram so LM studio is probably
like my favorite one even though I don't I think it's got a lot of uiux issues and it's
really geared towards uh professionals almost uh but if you watch some videos on YouTube I
think you can figure out how to how to use this interface uh so those are a few words on
where to find them so let me now loop back around to where we started the question was
when we go to chashi

(3:21:51) pta.com and we enter some kind of a query and we hit go what exactly is
happening here what are we seeing what are we talking to how does this work and I hope
that this video gave you some appreciation for some of the under the hood details of how
these models are trained and what this is that is coming back so in particular we now know
that your query is taken and is first chopped up into tokens so we go to to tick tokenizer
and here where is the place in the in the um sort of format that is for the user query we
basically put in our

(3:22:28) query right there so our query goes into what we discussed here is the
conversation protocol format which is this way that we maintain conversation objects so
this gets inserted there and then this whole thing ends up being just a token sequence a
onedimensional token sequence under the hood so Chachi PT saw this token sequence and then
when we hit go it basically continues appending tokens into this list it continues the
sequence it acts like a token autocomplete so in particular it gave us this response so we
can basically just

(3:23:00) put it here and we see the tokens that it continued uh these are the tokens that
it continued with roughly now the question becomes okay why are these the tokens that the
model responded with what are these tokens where are they coming from uh what are we
talking to and how do we program this system and so that's where we shifted gears and we
talked about the under thehood pieces of it so the first stage of this process and there
are three stages is the pre-training stage which fundamentally has to do with just
(3:23:29) knowledge acquisition from the internet into the parameters of this neural
network and so the neural net internalizes a lot of Knowledge from the internet but where
the personality really comes in is in the process of supervised fine-tuning here and so
what what happens here is that basically the a company like openai will curate a large
data set of conversations like say 1 million conversation across very diverse topics and
there will be conversations between a human and an assistant and even though there's a lot
(3:23:59) of synthetic data generation used throughout this entire process and a lot of
1lm help and so on fundamentally this is a human data curation task with lots of humans
involved and in particular these humans are data labelers hired by open AI who are given
labeling instructions that they learn and they task is to create ideal assistant responses
for any arbitrary prompts so they are teaching the neural network by example how to
respond to prompts so what is the way to think about what came back here like what is
(3:24:33) this well I think the right way to think about it is that this is the neural
network simulation of a data labeler at openai so it's as if I gave this query to a data
Li open and this data labeler first reads all of the labeling instructions from open Ai
and then spends 2 hours writing up the ideal assistant response to this query and uh
giving it to me now we're not actually doing that right because we didn't wait two hours
so what we're getting here is a neural network simulation of that process and we have to
keep in mind that

(3:25:08) these neural networks don't function like human brains do they are different
what's easy or hard for them is different from what's easy or hard for humans and so we
really are just getting a simulation so here I shown you this is a token stream and this
is fundamentally the neural network with a bunch of activations and neurons in between
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this is a fixed mathematical expression that mixes inputs from tokens with parameters of
the model and they get mixed up and get you the next token in a sequence but this is a
finite amount of compute that

(3:25:39) happens for every single token and so this is some kind of a lossy simulation of
a human that is kind of like restricted in this way and so whatever the humans write the
language model is kind of imitating on this token level with only this this specific
computation for every single token and sequence we also saw that as a result of this and
the cognitive differences the models will suffer in a variety of ways and uh you have to
be very careful with their use so for example we saw that they will suffer from
hallucinations and

(3:26:14) they also we have the sense of a Swiss model of the LM capabilities where
basically there's like holes in the cheese sometimes the models will just arbitrarily like
do something dumb uh so even though they're doing lots of magical stuff sometimes they
just can't so maybe you're not giving them enough tokens to think and maybe they're going
to just make stuff up because they're mental arithmetic breaks uh maybe they are suddenly
unable to count number of letters um or maybe they're unable to tell you that 911 9.11 is
smaller than

(3:26:44) 9.9 and it looks kind of dumb and so so it's a Swiss cheese capability and we
have to be careful with that and we saw the reasons for that but fundamentally this is how
we think of what came back it's again a simulation of this neural network of a human data
labeler following the labeling instructions at open a so that's what we're getting back
now I do think that the uh things change a little bit when you actually go and reach for
one of the thinking models like 003 mini and the reason for that is that GPT 40 basically
doesn't do reinforcement

(3:27:23) learning it does do rhf but I've told you that rhf is not RL there's no there's
no uh time for magic in there it's just a little bit of a fine-tuning is the way to look
at it but these thinking models they do use RL so they go through this third state stage
of perfecting their thinking process and discovering new thinking strategies and uh
solutions to problem solving that look a little bit like your internal monologue in your
head and they practice that on a large collection of practice problems that companies like
openi create and

(3:27:57) curate and um then make available to the LMS so when I come here and I talked to
a thinking model and I put in this question what we're seeing here is not anymore just the
straightforward simulation of a human data labeler like this is actually kind of new
unique and interesting um and of course open is not showing us the under thehood thinking
and the chains of thought that are underlying the reasoning here but we know that such a
thing exists and this is a summary of it and what we're getting here is actually not just
an

(3:28:28) imitation of a human data labeler it's actually something that is kind of new
and interesting and exciting in the sense that it is a function of thinking that was
emergent in a simulation it's not just imitating human data labeler it comes from this
reinforcement learning process and so here we're of course not giving it a chance to shine
because this is not a mathematical or a reasoning problem this is just some kind of a sort
of creative writing problem roughly speaking and I think it's um it's a a question an open
question as to whether

(3:28:58) the thinking strategies that are developed inside verifiable domains transfer
and are generalizable to other domains that are unverifiable such as create writing the
extent to which that transfer happens is unknown in the field I would say so we're not
sure if we are able to do RL on everything that is very verifiable and see the benefits of
that on things that are unverifiable like this prompt so that's an open question the other
thing that's interesting is that this reinforcement learning here is still like way too
new primordial and

(3:29:29) nent so we're just seeing like the beginnings of the hints of greatness uh in
the reasoning problems we're seeing something that is in principle capable of something
like the equivalent of move 37 but not in the game of Go but in open domain thinking and
problem solving in principle this Paradigm is capable of doing something really cool new
and exciting something even that no human has thought of before in principle these models
are capable of analogies no human has had so I think it's incredibly exciting that these
models exist but

(3:30:01) again it's very early and these are primordial models for now um and they will
mostly shine in domains that are verifiable like math en code Etc so very interesting to
play with and think about and use and then that's roughly it um um I would say those are
the broad Strokes of what's available right now I will say that overall it is an extremely
exciting time to be in the field personally I use these models all the time daily uh tens
or hundreds of times because they dramatically accelerate my work I think a lot of
(3:30:32) people see the same thing I think we're going to see a huge amount of wealth
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creation as a result of these models be aware of some of their shortcomings even with RL
models they're going to suffer from some of these use it as a tool in a toolbox don't
trust it fully because they will randomly do dumb things they will randomly hallucinate
they will randomly skip over some mental arithmetic and not get it right um they randomly
can't count or something like that so use them as tools in the toolbox check their work
and own the product of

(3:31:01) your work but use them for inspiration for first draft uh ask them questions but
always check and verify and you will be very successful in your work if you do so uh so I
hope this video was useful and interesting to you I hope you had it fun and uh it's
already like very long so I apologize for that but I hope it was useful and yeah I will
see you later



